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Abstract 
Cortex functional connectivity associated with hypnosis was investigated in a single highly 

hypnotizable subject in a normal baseline condition and under neutral hypnosis during two 
sessions separated by a year. After the hypnotic induction, but without further suggestions as 
compared to the baseline condition, all studied parameters of local and remote functional 
connectivity were significantly changed. The significant differences between hypnosis and the 
baseline condition were observable (to different extent) in five studied independent frequency 
bands (delta, theta, alpha, beta, and gamma). The results were consistent and stable after one 
year. Based on these findings we conclude that alteration in functional connectivity of the brain 
may be regarded as a neuronal correlate of hypnosis (at least in very highly hypnotizable 
subjects) in which separate cognitive modules and subsystems may be temporarily incapable of 
communicating with each other normally. 
 
Descriptors: consciousness; structural (operational) synchrony; frequency bands; EEG 
segmentation; local/remote synchronization; hypnotizability; hypnosis; hypnotic virtuoso; 
suggestibility; metastability 

 

 

Abbreviations: ASC – Altered State of Consciousness; SHSS-C – Stanford Hypnotic 
Susceptibility Scale, form C; H – Hypnosis; NH – Nonhypnosis; B – Baseline; RTP – Rapid 
Transition Processes; A – Average amplitude within EEG segment; L – Average length of EEG 
segments; V – Coefficient of amplitude variability within EEG segments; AR – Average 
amplitude relation among adjacent EEG segments; S – Average steepness among adjacent EEG 
segments; ISS – Index of Structural Synchrony; OS – Operational Synchrony; SS – Structurally 
Synchrony. 
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1. Introduction 

Apparently the most crucial theoretical issue in association with hypnosis has been the debate 

about the possible involvement of an altered state of consciousness (ASC) in hypnosis. The 

involvement of an ASC would imply that hypnosis leads to an objectively measurable change in 

brain function that can not be explained by ordinary psychological mechanisms (such as role 

playing, expectation, or selective attention). There is some evidence showing that in a very 

highly susceptible subject, pure hypnosis (or neutral hypnosis; Edmonston, 1979) without any 

further suggestions can give rise to an altered way of information processing in the early, 

preattentive level of auditory processing (Kallio et al., 1999). This kind of result lends support to 

the state view of hypnosis (Spiegel, 1991; Gruzelier, 2000; Weitzenhoffer, 2000) because it is  

difficult to explain by referring to social-psychological concepts (the opposing, non state view of 

hypnosis) such as implicit or explicit expectations (Kirsch, 2000) or compliance (Wagstaff, 

1981).  

If there is an ASC involved in hypnosis, EEG during hypnosis should provide incontestable 

evidence for it. However, previous studies have failed to uncover an unambiguous physiological 

marker of hypnosis. For a long time hypnosis was thought to be associated with EEG alpha 

frequencies, but it has not been possible to replicate this finding reliably (Perlini & Spanos, 

1991). One often reported EEG finding has been that highly susceptible individuals possess more 

theta activity (3-7 Hz), either in baseline (Galbraith et al., 1970) or during both hypnosis and 

baseline (Sabourin et al., 1990; Freeman et al., 2000). However, these findings have not been 

consistently replicated either. For example, Williams and Gruzelier (2001) did not find any 

correlation between theta and susceptibility/hypnosis; and Graffin et al. (1995) found a decrease 

of theta activity for highly susceptible subjects during hypnosis. These highly inconsistent 

observations suggest that there are no systematically reproducible patterns of readily observable 

EEG changes specifically associated with hypnosis. One explanation for this may be that the 

experimental designs used in different studies vary widely. Furthermore,  only very few studies 

(if any) have ever been designed specifically to explore the neural correlates of pure hypnosis; 

i.e. the neurocognitive changes brought about by the hypnotic induction as such,  without any 

additional tasks or suggestions given to the subjects. 

According to Kallio and Revonsuo (2003), if hypnosis constitutes an altered background 

state of consciousness different from the normal baseline state of wakefulness, then the hypnotic 

induction should lead (at least in the very highly susceptible subjects or “virtuosos”) to changes 

in the background brain mechanisms modulating or realizing the phenomenal contents of 
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consciousness. Due to these changes, there should be a predisposition for the mechanisms of 

subjective experience to process and represent available information in an altered manner, so that 

if specific suggestions are given by the hypnotist, then the resulting conscious experience of the 

subject will misrepresent reality in some way, allowing, e.g. hallucinations instead of an accurate 

perception of reality (Kallio & Revonsuo, 2003). Such unusual patterns of experience may be 

due to the functional dissociations in the cognitive system such that separate cognitive modules 

and subsystems may be temporarily incapable of communicating with each other normally 

(Hilgard, 1986; Bowers, 1992; Crawford & Gruzelier, 1992; Gruzelier, 1998, 2000; Woody & 

Bowers, 1994).  

If one accepts the thesis that every event or change at the mental (or cognitive) level must be 

accompanied by a corresponding change at the neural level (mind-brain supervenience; Kim, 

1998), then it follows that if hypnosis involves a change in psychological or cognitive 

mechanisms, there must be a corresponding alteration taking place at the neural level. 

Furthermore, if change on the neural level involves changes in the communication between 

different functional modules in the brain, then they should be associated with changes in the 

underlying EEG activity (synchrony between different brain areas, see reviews Fingelkurts & 

Fingelkurts, 2001, 2004, 2006). Thus, local and remote functional brain connectivity measured 

by EEG may be regarded as a putative neuronal correlate of hypnosis. To our knowledge there 

have been no previous studies that have explored the local and remote functional cortex 

connectivity in the ‘pure’ altered background state of hypnosis. Hypnosis research is usually 

done in the context of studying certain suggested behaviors (Raz et al., 2002) or tasks but rarely 

explicitly in the study of pure hypnosis. As an example see the unpublished experiment of Kaiser 

(briefly reported in Gruzelier, 1998) and the study of Egner et al. (2005).  

As has been suggested by Kallio and Revonsuo (2003), in the individuals referred to as 

‘hypnotic virtuosos,’ the ‘hypnotic’ phenomena are manifested in their clearest form and are not 

easily confused with any other phenomena (such as simple compliance or faking). This view is 

close to the one already presented by Weitzenhoffer (2000) who has pointed out that in order to 

study the hypnotic state per se, one should focus attention on ‘ultraresponsive’ or 

‘ultrasuggestible’ individuals. However, true virtuosos are very rare and group studies on 

virtuosos may not be feasible for practical reasons, therefore the case-study approach could be 

utilized at early stages of research.  

When a virtuoso is used as a subject, the assumed ‘altered background state’ of hypnosis 

should be produced by means of an extremely brief induction. The use of a brief induction would 

minimize the need for lengthy suggestions of relaxation, drowsiness, etc. which are typically 
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used in a hypnotic induction. No additional suggestions aiming to change the phenomenal 

contents of consciousness should be given; only the ‘pure’ or ‘neutral’ hypnosis as such. In the 

control (baseline/nonhypnotic) condition, the procedure should be identical apart from the 

hypnotic induction. If reliable differences in cortex functional connectivity indexed by EEG 

structural synchrony (Kaplan et al., 1997, 2005; for the review, see Fingelkurts et al., 2005) 

between these two different experimental conditions can be found, then there would be empirical 

support for the view that pure hypnosis as such involves changes in brain function.   

 

2. Methods 

 

2.1. Subject 

The subject (T.S.-H.) was a 39-year-old right-handed female office worker who is also a 

semi-professional classical singer. She is an experienced subject and had previously participated 

in hypnosis experiments (Kallio et al., 1999), and was thus well acquainted with the laboratory 

procedures and EEG registration. In a scale measuring hypnotic susceptibility (Stanford 

Hypnotic Susceptibility Scale, form C (SHSS-C); Weitzenhoffer & Hilgard, 1962), T.S.-H. 

scored the maximum of 12 points. She displayed all the subjective phenomena typically 

associated with very highly susceptible individuals, such as vivid visual and acoustic 

hallucinations and an immediate re-entry into hypnosis when a previously implanted 

posthypnotic suggestion was applied. T.S.-H. had no history of neurological illnesses. She gave 

her informed consent to participate in the study.  

 

2.2. Procedure 

Following electrode placement and instrument calibration, the subject was seated in a 

comfortable chair in a dimmed room and the experimental procedure was explained to her. The 

EEG acquisition sessions took place at the same time of the day (between 10 am and 1 pm). To 

reduce muscle artifacts in the EEG signal, the subject was instructed to assume a comfortable 

position and to avoid movement.  

The subject was tested for hypnotizability one day before the experiments took place in order 

to make sure that she still meets the criteria for a hypnotic virtuoso. During this preliminary 

session the subject was tested for a positive and negative hallucination which she passed. In 

addition two posthypnotic suggestions were implanted. One pseudoword was implanted to 

trigger hypnosis (i.e. whenever this word would later be uttered by the hypnotist, it would have 

the same effect as an ordinary hypnotic induction) and another pseudoword was implanted to 
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cancel hypnosis (and to trigger the return of the baseline state). The aim of this procedure was to 

minimize the length of the hypnotic induction and the cancellation of hypnosis during the 

forthcoming experiment where hypnosis was then induced and cancelled with this technique. An 

identical procedure has been used with this same subject previously (see Kallio et al. 1999). 

Before the experiment began the subject was given instructions to sit in an arm chair, look at a 

dim LED-light in front of her and just relax. There were no additional tasks whatsoever.  

 

2.3. EEG recording 

EEG recordings were performed in a magnetically and electrically shielded room at the 

Centre for Cognitive Neuroscience, University of Turku. Electric spontaneous brain activity was 

recorded with a 20-channel EEG data acquisition system (NeuroScan 386, Acquire 4.0 and 

SynAmps) with a frequency band of 0.05 to 100 Hz (sampling rate 500 Hz). EEG was recorded 

with an electrode cap according to the International 10/20 extended system and the nose 

electrode was used as reference. The impedance of each electrode was monitored with an 

impedance meter prior to data collection; this was always below 5 kΩ. Vertical and horizontal 

electro-oculograms were recorded. The presence of an adequate signal was determined by 

visually checking each raw signal on the computer screen.  

The EEG recordings were carried out during two separate sessions with a one-year interval. 

During each session the first and last two minutes of EEG were recorded (baseline recording, 

hereafter B) while the subject sat in a comfortable chair and had her eyes open and focused on a 

LED-light in front of her (about 2 meters) and was instructed to relax. This was followed by 2 

minutes of EEG recording while the subject had her eyes closed. The closed eyes condition was 

not part of the experimental analysis, however it was done as a part of the standard (clinical) 

procedure to check the default mode of brain activity at rest (Gusnard & Raichle, 2001). After 

this the hypnotist sat behind the subject and repeated the instructions about looking at the light 

and relaxing. This was followed by three blocks where hypnosis and non-hypnosis followed each 

other. Each switch was induced by the hypnotist uttering the relevant pseudoword that had been 

implanted as a posthypnotic suggestion to either trigger or to cancel hypnosis. Each block 

consisted of 3-4 periods of hypnosis (hereafter H) and non-hypnosis (hereafter NH) lasting about 

2 minutes/period (2 min of H, 2 min of NH, 2 min of H, etc). The six blocks (each lasting about 

10 minutes) where separated by a break of about 5 minutes in normal waking state while the 

subject could stretch herself. This was done to avoid fatigue and help the subject to feel more 

comfortable. The sequence of H and NH was varied so that both started the blocks equally often. 

The H and NH periods inside the blocks varied also +/- 30 seconds in order to prevent the 
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subject from anticipating the change. While the hypnotist gave the posthypnotic suggestion 

(either to enter or to cancel hypnosis), he simultaneously pressed a button delivering a code to 

EEG-data. Thus, it was possible later to locate the exact time for the beginning and the end for H 

and NH periods. 

 

2.4. Data processing 

EEG epochs containing artifacts due to eye blinks, significant muscle activity, and 

movements were automatically removed. Full EEG streams free from artifacts were split into 2 

distinct groups: ‘B’ and ‘H.’ Further data processing was performed separately for each 1-min 

portion of the signal and the groups. Due to the technical requirements of the tools which were 

later used to process the data, EEGs from 20 electrodes (Fp1/2 F7/8, FZ, F3/4, T3/4, C3/4, CZ, T5/6, PZ, 

P3/4, OZ, O1/2) were analyzed with a converted sampling rate of 128 Hz.  

After resampling and prior to the nonparametric adaptive segmentation procedure, each EEG 

signal was bandpass filtered with third order Butterworth filter in the delta (1-3 Hz), theta (4-6 

Hz), alpha (7-13 Hz), beta (15-25 Hz), and gamma (35-45 Hz) frequency bands. In the case of 

scalp EEG, it has been observed that different frequency bands are associated with different 

functional processes (for review see Stam et al., 2003; Basar et al., 2004). 

 

2.5. Estimation of the local functional interrelations  

Local functional interrelations were estimated in two stages. At the first stage, the adaptive 

level segmentation of local EEGs was performed. Each 1-min EEG filtered in five frequency 

bands (delta, theta, alpha, beta, and gamma) was segmented using the method of identification of 

rapid transition processes (RTP) in the EEG amplitude (RTPseg tool). For the detailed 

description see Fingelkurts et al. (2006). RTPs are the markers of boundaries between quasi-

stationary segments in EEG. This method is based on the automatic selection of level-conditions 

in accordance with a given level of the probability of “false alarms” and carrying out 

simultaneous screening of all EEG channels (for details, see Kaplan et al., 2005; see also 

Fingelkurts et al., 2003a,b).  

The following steps are taken to estimate RTPs: 1) Comparisons are made between ongoing 

EEG amplitude absolute values averaged in two windows (first window << second window), 

both starting from the first data point. 2) If the absolute maximum of the averaged amplitude 

values in the small window exceeds the averaged amplitude values in the large window, 

according to the threshold of “false alarms” (the Student criteria) – its time instant becomes the 

preliminary estimate of the RTP. 3) Using additional statistical analysis the preliminary RTP is 
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verified and assumed to be actual. 4) Then, each of the windows shifts by one data point from the 

actual RTP, and the procedure is repeated. With this technique, the sequence of RTPs with 

statistically proven (P<0.05, Student t-test) time coordinates has been determined for each EEG 

channel individually for each 1-min epoch. The theoretical concepts behind this analysis are 

described elsewhere (Kaplan, 1998; Kaplan & Shishkin, 2000; Fingelkurts et al., 2005).  

At the second stage, after quasi-stationary segments (indexed by RTPs) were obtained, 

several characteristics (attributes) of segments (Kaplan & Borisov, 2003) were calculated. These 

attributes reflect different aspects of local processes in the cortex and thus permit assessing the 

mesolevel description of cortex interactions (interactions within transient neuronal assemblies) 

through large-scale EEG estimates (Fingelkurts et al., 2004). The attributes are: 

1. Average amplitude (A) within each segment (μV) – as generally agreed, indicates mainly 

the volume or size of neuronal population: indeed, the more neurons recruited into 

assembly through local synchronization of their activity, the higher will be the amplitude 

of corresponding to this assembly oscillations in the EEG (Nunez, 2000; Klimesch et al., 

2005). 

2. Average length (L) of segments (msec) – illustrates the functional life span of neuronal 

population or the duration of operations produced by this population: since the transient 

neuronal assembly functions during a particular time interval, this period is reflected in 

EEG as a stabilized interval of quasi-stationary activity (Fell et al., 2000; Fingelkurts et al., 

2004). 

3. Coefficient of amplitude variability (V) within segments (%) – shows the stability of local 

neuronal synchronization within a neuronal population or assembly (Truccolo et al., 2002). 

4. Average amplitude relation (AR) among adjacent segments (%) – indicates the neuronal 

assembly behavior – growth (recruiting of new neurons) or distraction (functional 

elimination of neurons) (Kaplan & Borisov, 2003). 

5. Average steepness (S) among adjacent segments (estimated in the close area of RTP) (%) – 

shows the speed of neuronal population growth or detraction (Kaplan & Borisov, 2003).  

 

2.6. Estimation of the remote functional connectivity  

Remote functional connectivity was estimated by calculation of the index of EEG structural 

synchrony. The index of structural synchrony (ISS) was estimated through synchronization of 

rapid transition processes (RTP) between different EEG channels (RTPsyn tool). Details can be 

found in Fingelkurts et al. (2006). This measure reveals functional (operational) 
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interrelationships between cortical sites which differ from those measured by correlation, 

coherence and phase analysis (Kaplan et al. 2005; Fingelkurts et al., 2005). As the details of this 

technique are beyond the scope of this paper, we will only concentrate on some essential aspects. 

In brief, each RTP in the reference EEG channel (the channel with the minimal number of RTPs 

from any pair of EEG channels) was surrounded by a short “window” (ms). Any RTP from 

another (test) channel was considered to coincide if it fell within this window. The ISS for pairs 

of EEG channels can be estimated using this procedure and a particular mathematical formalism 

(for details, see Kaplan et al., 2005; Fingelkurts et al., 2003a,b). The ISS tends towards zero 

where there is no synchronization between the EEG segments and has positive or negative values 

where such synchronization exists. Positive values indicate ‘active’ coupling of EEG segments 

(synchronization of EEG segments are observed significantly more often than expected by 

chance; P<0.05, random shuffling, computer simulation), whereas negative values mark ‘active’ 

decoupling of segments (synchronization of EEG segments are observed significantly less than 

expected by chance; P<0.05, random shuffling, computer simulation). From a qualitative 

perspective, the coupling of EEG segments corresponds to the phenomenon of synchronization 

of brain operations (operational synchrony, OS) (Kaplan et al., 1997; Fingelkurts & Fingelkurts, 

2001; 2004; 2006). 

 

2.7. Statistics 

1. Concerning the validity of data from one subject, the best way to obtain the robustness of 

the results is to check them for homogeneity: it means that the rules governing the changes in the 

resulted values are the same throughout the whole or several experiment(s). Testing may be 

accomplished in several ways: when the subject underwent the same experiment with the same 

instructions twice after some prolonged time interval (the test-retest reliability); or by splitting 

whole data into two or more parts and analyzing these separately. Homogeneity can be assumed 

when all sub-parts yield the same result (Martin & Bateson, 1993). This would mean that the 

data is robust. In the present study, the test-retest reliability (with the one year time interval) 

testifies that the values were systematically obtained for the subject (for each the same condition) 

and they were consistently different between hypnosis and baseline. This testifies that the results 

cannot be the result of chance because “by definition chance findings do not replicate” (Duffy et 

al. 1994, p. XI). Since the main results were reproduced in the retest examination after one year 

and after data from both sessions have been combined (Table 1 and Table 2), only reproducible 

results are presented here. Additionally, in this paper we only compare the data between baseline 

recording B (the recording which preceded and finalized the presentation of the blocks) and 
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hypnosis (H). This is because the NH data turned out to be intermediate between B and H (so-

called carryover effect), although still differing significantly from both B and H. One potential 

drawback should be noted: since there was averaging of data from pre-hypnosis and post-

hypnosis baseline conditions, the post-hypnotic recording may be confounded by carryover 

effects from the H condition. However, at the moment there is no knowledge about possible 

duration of such effects to setup the optimal time for the post-hypnotic baseline recording. In any 

case these effects (if present) should make the difference effects between B and H conditions 

smaller, not larger and, therefore, the presented significant results are valid.  

  

Table 1. Pearson correlations between the EEG segment attributes in first and second (after 
one year) sessions of EEG registration and in first+second and either first or second sessions. 
Data presented for each EEG segment attribute separately for five frequency bands.  
  

 

 

 

 

 

 

 

 

 

 

1S, first session of EEG registration; 2S, second session of EEG registration (one year later). 

 

2. Segment attributes were averaged across all 1-min EEG epochs within each frequency 

band separately for each EEG channel and condition (‘B’ vs. ‘H’). As in the previous work 

(Kaplan et al., 2002; Kaplan & Borisov, 2003; Fingelkurts et al., 2004), the comparison of the 

same segment attributes between different conditions was performed using paired Wilcoxon t-

test. 

3. The differences in the number and strength of structurally synchronized (SS) EEG patterns 

between B and H conditions were assessed using the paired Wilcoxon t-test as in the majority of 

the functional connectivity studies (for an overview see Rappelsberger, 1998; Weiss & 

Rappelsberger, 2000). All SS pair EEG patterns within each frequency band were divided into 

nine categories (shortleft/right, shortanterior/posterior, longleft/right, longanterior/posterior, longinterhemispheric)  

DELTA THETA
EEG segment attributes 1Sx2S S(1+2)xS1 S(1+2)xS2 EEG segment attributes 1Sx2S S(1+2)xS1 S(1+2)xS2

rr p rr p rr p rr p rr p rr p
Amplitude 0.9 < 0.001 0.99 < 0.001 0.9 < 0.001 Amplitude 0.77 < 0.001 0.8 < 0.001 0.85 < 0.001
Length 0.89 < 0.001 0.9 < 0.001 0.9 < 0.001 Length 0.78 < 0.001 0.8 < 0.001 0.87 < 0.001
Amplitude Variability 0.88 < 0.001 0.89 < 0.001 0.9 < 0.001 Amplitude Variability 0.8 < 0.001 0.89 < 0.001 0.88 < 0.001
Amplitude Relations 0.7 < 0.001 0.75 < 0.001 0.79 < 0.001 Amplitude Relations 0.7 < 0.001 0.8 < 0.001 0.81 < 0.001
Steepness 0.78 < 0.001 0.8 < 0.001 0.8 < 0.001 Steepness 0.78 < 0.001 0.82 < 0.001 0.8 < 0.001

ALPHA BETA
EEG segment attributes 1Sx2S S(1+2)xS1 S(1+2)xS2 EEG segment attributes 1Sx2S S(1+2)xS1 S(1+2)xS2

rr p rr p rr p rr p rr p rr p
Amplitude 0.8 < 0.001 0.89 < 0.001 0.88 < 0.001 Amplitude 0.9 < 0.001 0.99 < 0.001 0.9 < 0.001
Length 0.8 < 0.001 0.9 < 0.001 0.89 < 0.001 Length 0.9 < 0.001 0.9 < 0.001 0.9 < 0.001
Amplitude Variability 0.83 < 0.001 0.89 < 0.001 0.88 < 0.001 Amplitude Variability 0.89 < 0.001 0.9 < 0.001 0.9 < 0.001
Amplitude Relations 0.7 < 0.001 0.78 < 0.001 0.79 < 0.001 Amplitude Relations 0.79 < 0.001 0.8 < 0.001 0.82 < 0.001
Steepness 0.79 < 0.001 0.8 < 0.001 0.84 < 0.001 Steepness 0.8 < 0.001 0.88 < 0.001 0.87 < 0.001

GAMMA
EEG segment attributes 1Sx2S S(1+2)xS1 S(1+2)xS2

rr p rr p rr p
Amplitude 0.78 < 0.001 0.8 < 0.001 0.87 < 0.001
Length 0.79 < 0.001 0.84 < 0.001 0.88 < 0.001
Amplitude Variability 0.87 < 0.001 0.89 < 0.001 0.88 < 0.001
Amplitude Relations 0.77 < 0.001 0.8 < 0.001 0.8 < 0.001
Steepness 0.79 < 0.001 0.82 < 0.001 0.8 < 0.001
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Table 2. Pearson correlations between the number/strength of functional connections in first and 
second (after one year) sessions of EEG registration and in first+second and either first or second 
sessions. Data presented for each category of EEG functional connections separately for five 
frequency bands. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1S, first session of EEG registration; 2S, second session of EEG registration (one year later). 

 

 

DELTA THETA
Number of connections 1Sx2S S(1+2)xS1 S(1+2)xS2 Number of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p Category rr p rr p rr p
Short left 0.89 < 0.001 0.8 < 0.001 0.9 < 0.001 Short left 0.79 < 0.001 0.89 < 0.001 0.88 < 0.001
Short right 0.99 < 0.001 0.99 < 0.001 0.92 < 0.001 Short right 0.89 < 0.001 0.99 < 0.001 0.9 < 0.001
Short anterior 0.87 < 0.001 1 < 0.001 0.89 < 0.001 Short anterior 0.85 < 0.001 0.89 < 0.001 1 < 0.001
Short posterior 0.79 < 0.001 0.85 < 0.001 0.9 < 0.001 Short posterior 0.73 < 0.001 0.83 < 0.001 0.83 < 0.001
Long left 0.9 < 0.001 0.99 < 0.001 0.9 < 0.001 Long left 0.86 < 0.001 0.91 < 0.001 0.97 < 0.001
Long right 0.89 < 0.001 0.9 < 0.001 1 < 0.001 Long right 0.81 < 0.001 0.9 < 0.001 0.9 < 0.001
Long anterior 0.9 < 0.001 0.84 < 0.001 0.88 < 0.001 Long anterior 0.9 < 0.001 1 < 0.001 1 < 0.001
Long posterior 0.87 < 0.001 0.86 < 0.001 0.96 < 0.001 Long posterior 0.89 < 0.001 0.89 < 0.001 0.9 < 0.001
Long interhemispheric 0.89 < 0.001 1 < 0.001 0.99 < 0.001 Long interhemispheric 0.85 < 0.001 0.95 < 0.001 0.91 < 0.001

Strength of connections 1Sx2S S(1+2)xS1 S(1+2)xS2 Strength of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p Category rr p rr p rr p
Short left 0.77 < 0.001 0.83 < 0.001 0.8 < 0.001 Short left 0.79 < 0.001 0.85 < 0.001 0.8 < 0.001
Short right 0.69 < 0.001 0.79 < 0.001 0.84 < 0.001 Short right 0.88 < 0.001 0.9 < 0.001 0.8 < 0.001
Short anterior 0.82 < 0.001 0.9 < 0.001 0.9 < 0.001 Short anterior 0.9 < 0.001 0.93 < 0.001 0.9 < 0.001
Short posterior 0.76 < 0.001 0.79 < 0.001 0.82 < 0.001 Short posterior 0.78 < 0.001 0.8 < 0.001 0.87 < 0.001
Long left 0.8 < 0.001 0.9 < 0.001 0.86 < 0.001 Long left 0.89 < 0.001 0.9 < 0.001 0.9 < 0.001
Long right 0.9 < 0.001 0.85 < 0.001 0.89 < 0.001 Long right 0.8 < 0.001 0.89 < 0.001 0.9 < 0.001
Long anterior 0.85 < 0.001 0.92 < 0.001 0.91 < 0.001 Long anterior 0.8 < 0.001 0.89 < 0.001 0.89 < 0.001
Long posterior 0.8 < 0.001 0.9 < 0.001 0.87 < 0.001 Long posterior 0.8 < 0.001 0.9 < 0.001 0.8 < 0.001
Long interhemispheric n.a. n.a. n.a. n.a. n.a. n.a. Long interhemispheric 0.75 < 0.001 0.82 < 0.001 0.8 < 0.001

ALPHA BETA
Number of connections 1Sx2S S(1+2)xS1 S(1+2)xS2 Number of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p Category rr p rr p rr p
Short left 0.82 < 0.001 0.9 < 0.001 0.89 < 0.001 Short left 0.89 < 0.001 0.89 < 0.001 0.89 < 0.001
Short right 0.89 < 0.001 0.9 < 0.001 1 < 0.001 Short right 0.9 < 0.001 0.9 < 0.001 0.9 < 0.001
Short anterior 0.86 < 0.001 0.85 < 0.001 0.89 < 0.001 Short anterior 0.88 < 0.001 0.89 < 0.001 1 < 0.001
Short posterior 0.79 < 0.001 0.8 < 0.001 0.89 < 0.001 Short posterior 0.79 < 0.001 0.8 < 0.001 0.89 < 0.001
Long left 0.9 < 0.001 0.9 < 0.001 1 < 0.001 Long left 0.8 < 0.001 0.89 < 0.001 0.9 < 0.001
Long right 0.9 < 0.001 0.9 < 0.001 1 < 0.001 Long right 0.8 < 0.001 0.89 < 0.001 0.9 < 0.001
Long anterior 0.79 < 0.001 0.8 < 0.001 0.89 < 0.001 Long anterior 0.8 < 0.001 0.9 < 0.001 1 < 0.001
Long posterior 0.8 < 0.001 0.8 < 0.001 0.9 < 0.001 Long posterior 0.89 < 0.001 0.89 < 0.001 0.9 < 0.001
Long interhemispheric 0.7 < 0.001 0.8 < 0.001 0.9 < 0.001 Long interhemispheric 0.89 < 0.001 0.9 < 0.001 0.99 < 0.001

Strength of connections 1Sx2S S(1+2)xS1 S(1+2)xS2 Strength of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p Category rr p rr p rr p
Short left 0.7 < 0.001 0.86 < 0.001 0.85 < 0.001 Short left 0.78 < 0.001 0.8 < 0.001 0.85 < 0.001
Short right 0.7 < 0.001 0.8 < 0.001 0.8 < 0.001 Short right 0.8 < 0.001 0.9 < 0.001 0.89 < 0.001
Short anterior 0.8 < 0.001 0.86 < 0.001 0.86 < 0.001 Short anterior 0.8 < 0.001 0.9 < 0.001 0.89 < 0.001
Short posterior 0.68 < 0.001 0.7 < 0.001 0.78 < 0.001 Short posterior 0.7 < 0.001 0.8 < 0.001 0.79 < 0.001
Long left 0.7 < 0.001 0.8 < 0.001 0.82 < 0.001 Long left 0.9 < 0.001 0.99 < 0.001 1 < 0.001
Long right 0.8 < 0.001 0.85 < 0.001 0.8 < 0.001 Long right 0.7 < 0.001 0.8 < 0.001 0.9 < 0.001
Long anterior 0.89 < 0.001 0.9 < 0.001 0.9 < 0.001 Long anterior 0.8 < 0.001 0.89 < 0.001 1 < 0.001
Long posterior 0.89 < 0.001 0.89 < 0.001 0.88 < 0.001 Long posterior 0.8 < 0.001 0.89 < 0.001 1 < 0.001
Long interhemispheric 0.7 < 0.001 0.75 < 0.001 0.8 < 0.001 Long interhemispheric 0.79 < 0.001 0.83 < 0.001 0.81 < 0.001

GAMMA
Number of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p
Short left 0.74 < 0.001 0.9 < 0.001 0.8 < 0.001
Short right 0.78 < 0.001 0.8 < 0.001 0.86 < 0.001
Short anterior 0.81 < 0.001 0.87 < 0.001 0.86 < 0.001
Short posterior 0.79 < 0.001 0.8 < 0.001 0.82 < 0.001
Long left 0.89 < 0.001 0.9 < 0.001 1 < 0.001
Long right 0.9 < 0.001 1 < 0.001 1 < 0.001
Long anterior 0.8 < 0.001 0.8 < 0.001 0.88 < 0.001
Long posterior 0.8 < 0.001 0.89 < 0.001 0.9 < 0.001
Long interhemispheric 0.7 < 0.001 0.8 < 0.001 0.81 < 0.001

Strength of connections 1Sx2S S(1+2)xS1 S(1+2)xS2
Category rr p rr p rr p
Short left 0.72 < 0.001 0.8 < 0.001 0.85 < 0.001
Short right 0.69 < 0.001 0.7 < 0.001 0.76 < 0.001
Short anterior 0.82 < 0.001 0.88 < 0.001 0.89 < 0.001
Short posterior 0.68 < 0.001 0.78 < 0.001 0.79 < 0.001
Long left 0.69 < 0.001 0.7 < 0.001 0.8 < 0.001
Long right 0.78 < 0.001 0.8 < 0.001 0.8 < 0.001
Long anterior 0.9 < 0.001 0.9 < 0.001 0.9 < 0.001
Long posterior 0.8 < 0.001 0.89 < 0.001 0.82 < 0.001
Long interhemispheric n.a. n.a. n.a. n.a. n.a. n.a.
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separately for all 5 frequency bands. Pairs of EEG electrodes which have one or more electrodes 

between the ‘members’ of the pair were classified as long-range connections (according to Weiss 

& Rappelsberger, 2000). Since the absolute number of possible SS EEG pairs within each 

category was different, the percentage of the number of SS EEG pairs was calculated. 

4. Separate computer maps of the ISS values were created for each 1-minute EEG for each 

frequency band. The problem of multiple comparisons between maps cannot easily be overcome 

due to the large number of electrode pairs (Rappelsberger & Petsche, 1988) in the SS maps. This 

problem is common to all studies which require multiple comparisons between maps (Weiss & 

Rappelsberger, 2000; Razoumnikova, 2000). The comparisons that have been made should 

therefore be considered descriptive rather than confirmatory (Stein et al., 1999). To have valid 

results and as we have done in our previous work (Fingelkurts et al., 2003a,b, 2004, 2006), all 

pair combinations of EEG channels exhibiting statistically proven SS (P<0.05) were ranged in 

accordance with their rate of occurrence within all analyzed 1-min EEG epochs. Only the most 

frequently found combinations (not less than 85% occurrence in all epochs) for the same 

condition (B or H) were analyzed further. As it has been shown (Fingelkurts et al., 2006; 

Appendix E) such an analysis enables us to overcome the problem of multiple comparisons. 

 

3. Results 

 

3.1.  Changes of EEG segment attributes as a function of hypnosis 

Average amplitude (A) of EEG segments decreased significantly for all frequency bands 

(exception was theta band) under hypnosis (P<0.05-0.001) when compared with the baseline 

condition (Fig. 1). This decrease affected almost all EEG locations and was maximal for delta, 

beta, and gamma frequency bands. The increase of A (P<0.05) was observed only in the occipital 

cortex areas for the theta and alpha frequency oscillations. Average length (L) of EEG segments 

mostly increased by hypnosis (P<0.05-0.01) for delta, theta, alpha, and beta bands; and 

decreased (P<0.05-0.001) for the gamma frequency oscillations. Note, that for the delta 

frequency band a strong decrease in the L values was observed under hypnosis (P<0.001) in 

frontal areas when compared with the baseline condition (Fig. 1).    

 The coefficient of amplitude variability (V) within EEG segments increased significantly 

with hypnosis (P<0.05-0.001) mainly for the delta, beta, and gamma frequency bands; and 

decreased (P<0.05-0.01) for both alpha and theta frequencies (Fig. 1). Average amplitude 

relation (AR) among adjacent EEG segments increased significantly during hypnosis (P<0.05-

0.001) mainly for the delta, theta, alpha, and gamma frequency bands. At the same time, AR 
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mostly decreased with hypnosis when compared with the baseline (P<0.05) for the beta 

frequency band.  

 

Figure 1. The maps of hypnosis-induced changes (after the Wilcoxon filtering) of EEG 
segment attributes. Corresponding data presented separately for five frequency bands and for 
comparison: hypnosis vs baseline. EEG labels: first level of electrodes from the top and from the 
left – Fp1, Fp2; second – F7, F8; third – F3, FZ, F4; forth – T3, C3, CZ, C4, T4; fifth – P3, PZ, P4, 
sixth – T5, O1, OZ, O2, T6. A – Average amplitude within segments (µV); L – Average length of 
segments (msec); V – Coefficient of amplitude variability within segments (%); AR – Average 
amplitude relation among adjacent segments (%); S – Average steepness among adjacent 
segments (estimated in the close area of RTP) (%). 
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Average steepness (S) among adjacent EEG segments increased significantly during hypnosis 

(P<0.05-0.001) in a majority of cortical areas for all frequency bands (Fig. 1). 

 

 3.2. The number of structurally synchronized EEG pairs during hypnosis  

Figure 2 (B) illustrates the number of structurally synchronized (SS) EEGs registered from 

different cortical areas (estimated by an index of structural synchrony, ISS) during hypnosis and 

the baseline condition for the five frequency bands. The number of SS EEG pairs was 

significantly less (P<0.05) during hypnosis than during the baseline for shortanterior and longleft 

functional connections in all frequency bands except the theta frequency range. Delta frequency 

band exhibited total decrease in the number of functional connections in vast majority of 

categories. However, the number of shortleft and longleft SS EEG pairs for the theta frequency 

band and shortposterior SS EEG pairs for the beta frequency band increased significantly (P<0.05) 

during hypnosis.   

     

 

 

 

 

 

 

 

 

 

Figure 2. The number (B) and strength (A) of structurally synchronized (SS) EEG pairs 
(indexed by the index of structural synchrony) for each of the nine categories in hypnosis and 
baseline separately for five frequency bands. The radian-axis displays the labels of the categories 
for EEG pair connection. The median-axis displays the percentage from the maximum number of 
the EEG pair connections within each category (bottom row), and displays the average values of 
ISS for EEG pair connections within each category (top row). A polar representation of the data 
was chosen instead of a bar for the ease of comparison.  
B – baseline condition; H – hypnosis condition. * – P<0.05, ** – P<0.01, *** – P<0.001. 
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3.3.  The strength of the structurally synchronized EEG pairs during hypnosis 

The strength of the structurally synchronized EEG pairs can be estimated by the values of the 

index of structural synchrony (ISS): the higher this value is, the stronger the synchrony between 

the pairs. The main finding was the absence of negative values of ISS in all obtained 

combinations of EEG channels for all frequency bands (delta, theta, alpha, beta, and gamma). 

Figure 2 (A) illustrates the mean values of ISS for the nine SS EEG pair categories during 

hypnosis when comparing with the baseline condition separately for the five EEG frequency 

bands. The ISS values were significantly lower during hypnosis than in baseline practically in all 

categories (P<0.05–0.001 for different categories) and in all frequency bands, except theta (Fig. 

2, A).  

The lowest values of ISS during hypnosis were found in all frequency bands except theta for 

shortanterior and for longanterior categories (P<0.05–0.001).  

 

3.4. EEG structural synchrony (functional connectivity) in hypnosis condition 

To assess the principal topological picture of EEG structural synchrony (SS), all pair-wise 

combinations of EEG channels exhibiting statistically proven SS (P<0.05) were ranged in 

accordance to their rate of occurrence within all analyzed 1-min EEG epochs. Only the most 

frequently found combinations (not less than 85% occurrence in all epochs) were analyzed 

further. 

Figure 3 displays the reliable statistically significant (P<0.05) ISS values mapped onto brain 

schemata as connecting lines between corresponding EEG sites during hypnosis and during the 

baseline for the five frequency bands. Figure 3 indicates that maps of synchronized cortical areas 

(indexed by ISS) differed during hypnosis and during the baseline condition. Anterior cortical 

areas lose their active functional connections with other cortical areas in hypnosis. This was the 

case for all frequency bands. Additionally, during hypnosis one extremely specific and strong 

new functional connection appeared (O2-T5) in all frequency bands (Fig. 3). This functional 

connection was absent in the baseline condition as well as in open and closed eyes functional 

probes. During hypnosis, beta activity was characterized by the largest number of unique and 

specific functional connections, whereas the gamma activity had the least number of 

synchronized cortical areas.  
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Figure 3. The stable statistically significant (P<0.05) values of Index of Structural 
Synchrony (ISS) in hypnosis and baseline conditions for all frequency bands. The ISS 
values which occur more than in 85% of repetitions across all epochs are mapped onto schematic 
brain maps as connecting lines between the EEG channels involved. Blue lines indicate 
connections which are the same during both conditions; red and black lines indicate connections 
specific for hypnosis and baseline conditions respectively. EEG labels are the same as at the 
Figure 1.  

 

 

4. Discussion  

We found evidence that the local and remote cortex functional connectivity was altered in a 

highly susceptible subject (virtuoso). During pure hypnosis (pure hypnosis; Edmonston, 1979) as 
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compared to the baseline condition of consciousness, all studied parameters of functional 

connectivity were significantly changed during hypnosis. The differences between hypnosis and 

the baseline condition were observable (to a different extent) in all studied frequency bands and 

were replicated in this single subject one year after the first data acquisition (Table 1 and Table 

2). 

 

4.1. Local functional connectivity 

As envisioned in the methods section, different attributes of obtained EEG quasi-stationary 

segments illuminate different characteristics of neuronal assemblies (Kaplan & Borisov, 2003). 

Together these attributes reflect and enable the detailed investigation of the intrinsic nature of 

local (mesolevel) interactions in the neocortex (Fingelkurts et al., 2004). 

We found in the present case study that the individual attributes of cortex neuronal 

assemblies were sensitive to the changes in the experiment conditions (Fig. 1). Delta-, beta-, and 

gamma-generated neuronal assemblies (in the whole cortex) were characterized by decreased 

size (A attribute) and decreased stability (V attribute), being indicative of an increased 

independence of brain processes (effort to maintain a state of alertness) in the hypnotic condition. 

Many neuronal assemblies with distributed parallel processing are active, in agreement with the 

general understanding, when mental activation (in particular attention) takes place (Mesulam, 

1990; Nunez, 2000). This idea is in line with the results derived from a study on EEG complexity 

(Isotani et al., 2001), where increased EEG dimensional complexity was found in high 

hypnotizables, which was interpreted as an increased independence of information processing, 

notable during overall mental activation or workload (Pritchard & Duke, 1992; Molle et al., 

1996). This was in contrast to the theta- and alpha-generated neuronal assemblies, which 

exhibited an increase in their size (mostly in the occipital cortex areas) and stability during 

hypnosis. At the cortical level, generators of the alpha rhythm are likely to be the distal parts of 

the dendrites of pyramidal cells (Steriade et al., 1990) and according to Burgess and Gruzelier 

(2000) alpha oscillations might be important for a hippocampally dependent large-scale 

integration of information across brain areas distributed over temporal, fronto-parietal, and 

occipital regions. Theta also has been proposed to play a role in the transfer of information 

between the hippocampus and the neocortex (Buzsaki, 1996; Tesche & Karhu, 2000) and to 

reflect the intensification of attentional processes (Klimesch, 1999). It is thus possible that large 

alpha- and theta-generated neuronal populations, which in the present case study appeared during 

hypnosis, indicate that the subject was not only more relaxed, but also more facilitated to process 

information than in the baseline condition.    
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It is interesting that the functional life span (L attribute) of all (apart from the gamma-

generated) neuronal assemblies was prolonged during hypnosis (Fig. 1). However, the delta-

generated neuronal assemblies demonstrated significant shortening of their life span in hypnosis, 

but only in the frontal areas. With regard to our previous study (Fingelkurts et al., 2003a) where 

it was shown that the L attribute correlated strongly with reaction times (index of a speed of brain 

operations), we may speculate that prolongation of life span of neuronal assemblies during 

hypnosis for the studied virtuoso reflects the prolongation of brain operations and slowing down 

of cognitive processing. Indeed, during hypnosis the sense of time is usually shifted from 

external to internal events. Consequently, the sensation of time passing is stretched because 

internal events are subjectively slowed (Von Kirchenheim & Persinger, 1991; Naish, 2001). This 

subjective experience is reflected in the behavioral responses: in some studies, hypnosis has led 

to prolonged reaction times in highly hypnotizable subjects (e.g., Sheehan et al., 1988; see also 

Kallio et al., 2001). These results are also consistent with the study of Nordby et al. (1999), who 

similarly found a nonsignificant trend indicating that high hypnotizables had longer reaction 

times than low hypnotizables. At the same time, in the present case study brain operations within 

the gamma frequency range were shortened, thus indicating the possible intensification of 

narrowly focused attention which is associated with 40-Hz EEG activity during hypnosis (De 

Pascalis & Penna, 1990). 

The high speed (S attribute) of recruitment of new neurons into the delta-, theta-, alpha-, and 

gamma-generated neuronal assemblies and of elimination of neurons from the beta-generated 

assemblies (AR attribute) was observed during hypnosis in the studied virtuoso. This may be 

interpreted so that during hypnosis the shifts between brain operations are completed more 

dynamically and that there exists a transition to a more differential organization of functional 

relations in the cortex, where neuronal assemblies become more independent and are able to 

function as separate informational channels. We speculate that it may reflect the enhancement of 

the automated orienting mechanisms reported previously by Kallio et al. (1999). 

Thus, findings on the dynamics of neuronal assembly attributes obtained in the present case 

study indicated that hypnosis gives rise to an altered local functional connectivity in the cortex 

(at least in the present virtuoso subject). 

 

4.2. Remote functional connectivity 

Remote functional connectivity in the present study refers to the estimation of the 

spatiotemporal synchronization of local microstates of neuronal assemblies and reflects the 

formation of metastable states (see review Fingelkurts & Fingelkurts, 2004; 2006). Metastability 
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arises because intrinsic differences in activity between the neuronal assemblies are sufficiently 

large and they do their own job, while still retaining a tendency to be coordinated together 

(Kelso, 2002).  

In the present case study we found that the number of remote functional connections among 

different cortical areas (estimated by an index of EEG structural synchrony, ISS) was 

significantly lower during hypnosis than during the baseline for most categories of functional 

connections in delta frequency band, and for shortanterior and longleft functional connections in all 

frequency bands except theta (Fig. 2 B). Such disruption in the functional synchrony among 

neuronal assemblies within distributed areas in anterior and left sections of the cortex is 

consistent with transient hypofrontality and left-hemisphere inhibition (e.g., Gruzelier, 2000), 

which has been deemed to be a condition of impaired information processing during hypnosis 

(Dietrich, 2003). Interestingly, a similar picture of disrupted functional connectivity (estimated 

by the same method of EEG structural synchrony) has been found in subjects with schizophrenic 

disorders (Borisov et al., 2005), whereas at the same time there is evidence that highly 

hypnotizable subjects share aspects of syndromes of the schizotypal personality (Jamieson & 

Gruzelier, 2001). The widespread low functional synchrony within delta frequency band found in 

the studied virtuoso may reflect increased vigilance and alertness (Harmony et al., 1996). Taking 

into account the proposal of Destexhe et al. (1998) that delta oscillations (dominant inhibitory 

effect) invade the entire network through a mutual interaction between cortex and thalamus, we 

speculate, based on our finding, that during neutral hypnosis the communication between cortex 

and thalamus in the studied virtuoso has been to some extent disrupted. 

At the same time some cortical areas exhibited an increase in the number of functional 

connections during hypnosis. These were shortleft and longleft functional connections for theta and 

shortposterior connections for beta frequency bands (Fig. 2 B). Increased synchronicity within left 

and posterior sections of the cortex may be associated with enhanced fast habituation and 

selective attention (theta activity), and imagery processes (beta activity) (Basar et al., 2004).   

It is interesting that the strength of remote functional connections among cortical areas was 

significantly lower for all categories of functional connections and for all studied frequency 

bands (except theta activity) in hypnosis when compared with baseline condition (Fig. 2 A). The 

weakest links were found for shortanterior and longanterior categories of functional connections, 

supporting the hypofrontality theory (see review Gruzelier, 2000). These findings mark the 

importance of functional connections within the theta frequency band for hypnosis and 

simultaneously stress the weak communication among cortical areas at the other brain 

frequencies (at least for the studied virtuoso). This may explain such unusual subjective 
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experiences during hypnosis as amnesia, timelessness, detachment from the self, a willingness to 

accept distortions of logic or reality, and the lack of initiative or willful movement (Dietrich, 

2003).  

 

4.3.  Topological aspects of remote functional connectivity 

The data of the present case study demonstrated that all-frequency-generated neuronal 

assemblies from the frontal areas (especially from the left hemisphere) lose active functional 

connections with the rest of the cortex during hypnosis (Fig. 3), thus supporting the 

hypofrontality theory (Gruzelier, 2000). The most representative and stable functional connection 

during hypnosis was found between right occipital and left low-temporal cortex areas in all 

frequency bands (Fig. 3), in spite of basic differences in their physiological reactivity and 

cognitive/functional meaning (Basar et al., 2004). This functional connection, being present 

exclusively during the hypnosis condition, may thus be considered to be characteristic of 

hypnosis, at least for the present virtuoso subject. Areas in the left temporal cortex have typically 

been related to the recognition, memory, and formation of semantics (Oliveri et al., 2004) as well 

as to high-level auditory processing (Poremba et al., 2003), while the right occipital area is 

usually associated with functions specialized in global visual form and low spatial frequency 

information, image recognition, and perception (Hellige, 1995). Usually the strong functional 

links between the appropriate parts of occipital and temporal cortices are developed when the 

source of the input to the brain is visual (Damasio et al., 1989; Tarkiainen et al., 1999). 

Theoretically it could be argued that the open eyes may be the reason. This is, however, not 

likely since the subject had her eyes open during baseline and non-hypnosis conditions as well, 

and yet this functional connection was absent. Thus, we may speculate that this strong functional 

link might be a neurocognitive marker of hypnosis. It might reflect the readiness of the hypnotic 

virtuoso to process verbal input (suggestions given by the hypnotist) so that the content of the 

input easily turns into a hallucinated reality in (visual) perception. This hypothesis should be 

further tested with other virtuoso subjects.  

During hypnosis the largest number of specific cortex functional connections was found for 

the beta frequency band, whereas the gamma frequency range was characterized by the lowest 

number of functional connections (Fig. 3). These findings may indicate enhanced anticipation of 

the stimuli (beta frequency range) with a simultaneously diminished ability to engage attention 

(gamma frequency band) (Engel et al., 2001) in the studied virtuoso. A similar conclusion was 

achieved in a previous study using the same subject (Kallio et al., 1999). The authors interpreted 

the observed disconnection between the automatic orienting mechanisms and the focus of 
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attention as a neurocognitive mechanism of absorption, also considered to be one of the main 

features of hypnosis.  

  

5. Conclusion  

Findings of local and remote cortex functional connectivity obtained in the present case study 

revealed significant differences between baseline and hypnotic conditions. In the highly 

susceptible subject (virtuoso), pure hypnosis without any further suggestions gave rise to an 

altered functional synchronicity in the electrophysiological activity of the brain. Thus, an altered 

brain functional connectivity may be regarded as a neuronal correlate of hypnosis. Still, it 

remains to be explored: a) if the discovered change in brain functional connectivity would be the 

same in other hypnotic virtuosos, b) what are the changes in the functional connectivity, shared 

by different subjects, that constitute a general neural correlate of pure hypnosis, and/or c) do such 

universally shared neural correlates of pure hypnosis exist at all, even in the virtuoso population? 

These questions remain to be explored by the future research on the neural correlates of 

hypnosis. 

 

 

Acknowledgements 

The authors thank Carlos Neves (Computer Science specialist) for programming and IT support, 

and Nina Salminen Vaparanta, and Maria Wilenius for technical help. Parts of this work have 

been supported by BM-SCIENCE Centre. 

 

 

References: 

Basar, E., Özgören, M., Karakas, S., & Basar-Eroglu, C. (2004). Super-synergy in the brain: the 
grandmother percept is manifested by multiple oscillations. International Journal of 
Bifurcation and Chaos, 14, 453-491. 

Borisov, S. V., Kaplan, A. Ya., Gorbachevskaya, N. L., & Kozlova, I. A. (2005). Analysis of 
EEG structural synchrony in adolescents with schizophrenic disorders. Fiziologiya 
Cheloveka (Human Physiology), 31, 16–23 (in Russian). 

Bowers, K. S. (1992). Imagination and dissociation in hypnotic responding. The International 
Journal of Clinical and Experimental Hypnosis, 40, 253–275. 

Burgess, A. P., & Gruzelier, J. H. (2000). Short duration power changes in EEG during 
recognition memory for words and faces. Psychophysiology, 37, 596–606. 

Buzsaki, G. (1996). The hippocampo-neocortical dialogue. Cerebral Cortex, 6, 81–92.  
Crawford, H. J., & Gruzelier, J. H. (1992). A midstream view of the neuropsychophysiology of 

hypnosis: recent research and future directions. In: E. Fromm, & M. Nash (Eds.), 
Contemporary Hypnosis Research (pp. 227–266). New York: Guilford Press. 



 21

Damasio, A. R., Tranel, D., & Damasio, H. (1989). Disorders of visual recognition. In H. 
Goodglass, & A. R. Damasio (Eds.), Handbook of Neuropsychology (pp. 317–332). 
Amsterdam: Elsevier.  

Gusnard, D. A., & Raichle, M. E. (2001). Searching for a baseline: functional imaging and the 
resting human brain. Nature Reviews Neuroscience, 2, 685-694. 

De Pascalis, V., & Penna, P. M. (1990). 40-Hz EEG activity during hypnotic induction and 
testing. Journal of Clinical and Experimental Hypnosis, 38, 125–138. 

Destexhe, A., Contreras, D., & Steriade, M. (1998). Mechanisms underlying the synchronizing 
action of corticothalamic feedback through inhibition of thalamic relay cells. Journal of 
Neurophysiology, 79, 999–1016. 

Dietrich, A. (2003). Functional neuroanatomy of altered states of consciousness: The transient 
hypofrontality hypothesis. Consciousness and Cognition, 12, 231–256. 

Duffy, F., Hughes, J.R., Miranda, F., Bernard, P., & Cook, P. (1994). Status of quantitative EEG 
(QEEG) in clinical practice. Clinical Electroencephalography, 25, VI-XXII. 

Edmonston, W. E. Jr. (1979). The effects of neutral hypnosis on conditioned responses: 
implications for hypnosis as relaxation. In E. Fromm, & R. E. Shor (Eds.), Hypnosis: 
Developments in Research and New Perspectives (pp. 415–455). New York: Aldine.  

Egner, T., Jamieson, G., & Gruzelier, J. (2005). Hypnosis decouples cognitive control from 
conflict monitoring processes of the frontal lobe. Neuroimage, 27, 969-978.  

Engel, A. K., Fries, P., & Singer, W. (2001). Dynamic predictions: oscillations and synchrony in 
top-down processing. Nature Reviews Neuroscience, 2, 704-716. 

Fell, J., Kaplan, A. Ya., Darkhovsky, B., & Röschke, J. (2000). EEG analysis with nonlinear 
deterministic and stochastic methods: a combined strategy. Acta Neurobiologiae 
Experimentalis, 60, 87-108. 

Fingelkurts, An. A., & Fingelkurts, Al. A. (2001). Operational architectonics of the human brain 
biopotential field: Towards solving the mind-brain problem. Brain and Mind, 2, 261-296. 
Url: http://www.bm-science.com/team/art18.pdf 

Fingelkurts, An. A., & Fingelkurts, Al. A. (2004). Making complexity simpler: Multivariability 
and metastability in the brain. International Journal of Neuroscience, 114, 843-862. 

Fingelkurts, An. A., & Fingelkurts, Al. A. (2006). Timing in cognition and EEG brain dynamics: 
Discreteness versus continuity. Cognitive Processing, 7, 135-162. 

Fingelkurts, An. A., Fingelkurts, Al. A., & Kähkönen, S. (2005). Functional connectivity in the 
brain – is it an elusive concept? Neuroscience and Biobehavioral Reviews, 28, 827-836. 

Fingelkurts, An. A., Fingelkurts, Al. A., Krause, C. M., Möttönen, R., & Sams, M. (2003a). 
Cortical operational synchrony during audio-visual speech integration. Brain and Language, 
85, 297-312. 

Fingelkurts, An. A., Fingelkurts, Al. A., Krause, C. M., Kaplan, A. Ya., Borisov, S. V., & Sams, 
M. (2003b). Structural (operational) synchrony of EEG alpha activity during an auditory 
memory task. Neuroimage, 20, 529-542. 

Fingelkurts, An. A., Fingelkurts, Al. A., Kivisaari, R., Pekkonen, E., Ilmoniemi, R. J., & 
Kähkönen, S.A. (2004). Local and remote functional connectivity of neocortex under the 
inhibition influence. Neuroimage, 22, 1390-1406. 

Fingelkurts, An. A., Fingelkurts, Al. A., Rytsälä, H., Suominen, K., Isometsä, E., Kähkönen, S. 
(2006). Impaired functional connectivity at EEG alpha and theta frequency bands in major 
depression. Human Brain Mapping, DOI: 10.1002/hbm.20275 

Freeman, R., Barabasz, A., Barabasz, M., & Warner, D. 2000. Hypnosis and distraction differ in 
their effects of cold pressor pain. American Journal of Clinical Hypnosis, 43, 137–148. 

Galbraith, G. C., London, P., Leibovitz, M. P., Cooper, L. M., Hart, J. T. (1970). EEG and 
hypnotic susceptibility. Journal of Comparative and Psychological Psychology, 72, 125-131. 



 22

Graffin, N. F., Ray, W. J., & Lundy, R. (1995). EEG concomitants of hypnosis and hypnotic 
susceptibility. Journal of Abnormal Psychology, 104, 123–131. 

Gruzelier, J. (1998). A working model of the neurophysiology of hypnosis: a review of the 
evidence. Contemporary Hypnosis, 15, 3–21. 

Gruzelier, J. H. (2000). Redefining hypnosis: theory, methods and integration. Contemporary 
Hypnosis, 17, 51–70. 

Harmony, T., Fernandez, T., Silva, J., Bernal, J., Diaz-Comas, L., Reyes, A., Marosi, E., & 
Rodriguez, M. (1996). EEG delta activity: An indicator of attention to internal processing 
during performance of mental tasks. International Journal of Psychophysiology, 24, 161-171. 

Hellige, J. B. (1995). Hemispheric asymmetry for components of visual information processing. 
In R. J. Davidson, & K. Hugdahl (Eds.), Brain Asymmetry (pp. 99-121). Cambridge, MA: 
The MIT Press.  

Hilgard, E. R. (1986). Divided consciousness: Multiple controls of human thought and action 
(rev. ed.). New York: Wiley. 

Isotani, T., Lehmann, D., Pascual-Marqui, R. D., Kochi, K., Wackermann, J., Saito, N., Yagyu, 
T., Kinoshita, T., & Sasada, K. (2001). EEG source localization and global dimensional 
complexity in high- and low- hypnotizable subjects: a pilot study. Neuropsychobiology, 44, 
192-198.   

Jamieson, G., & Gruzelier, J. H. (2001). Hypnotic susceptibility is positively related to a subset 
of schizotypy items. Contemporary Hypnosis, 18, 32-37. 

Kallio, S., & Revonsuo, A. (2003). Hypnotic phenomena and altered states of consciousness: a 
multilevel framework of description and explanation. Contemporary Hypnosis, 20, 111–164. 

Kallio, S., Revonsuo, A., Lauerma, H., Hämäläinen, H., & Lang, H. (1999). The MMN 
amplitude increases in hypnosis: a case study. NeuroReport, 10, 3579-3582. 

Kallio, S., Revonsuo, A., Hämäläinen, H., Markela, J., & Gruzelier, J. (2001). Anterior brain 
functions and hypnosis: a test of the frontal hypothesis. International Journal of Clinical and 
Experimental Hypnosis, 49, 95-108. 

Kaplan, A. Ya. (1998). Nonstationary EEG: methodological and experimental analysis. Uspehi 
Physiologicheskih Nayk (Success in Physiological Sciences), 29, 35–55 (in Russian). 

Kaplan, A. Ya., & Shishkin, S.L. (2000). Application of the change-point analysis to the 
investigation of the brain’s electrical activity. In B. E. Brodsky, & B. S. Darkhovsky (Eds.), 
Nonparametric Statistical Diagnosis: Problems and Methods (Chapter 7, pp. 333-388). 
Dordrecht, the Netherlands: Kluwer Acad Publ.  

Kaplan, A. Ya., & Borisov, S. V. (2003). Dynamic properties of segmental characteristics of 
EEG alpha activity in rest conditions and during cognitive load. Zhurnal Vysshei Nervnoi 
Deiatelnosti im. IP Pavlova (IP Pavlov Journal of Higher Nervous Activity), 53, 22-32 (in 
Russian). 

Kaplan, A. Ya., Fingelkurts, An. A., Fingelkurts, Al. A., & Darkhovsky, B. S. (1997). 
Topological mapping of the sharp reorganization synchrony in the multichannel EEG. 
American Journal of Electroneurodiagnostic Technology, 37, 265-275. 

Kaplan, A. Ya., Borisov, S. V., Shishkin, S. L., & Ermolayev, V. A. (2002). The analysis of 
segmental structure of EEG alpha activity in humans. Fiziologicheskii Zhurnal im IM 
Sechenova (IM Sechenov Physiology Journal), 88, 432-442 (in Russian). 

Kaplan, A. Ya., Fingelkurts, An. A., Fingelkurts, Al. A., Borisov, S. V., & Darkhovsky, B. S. 
(2005). Nonstationary nature of the brain activity as revealed by EEG/MEG: Methodological, 
practical and conceptual challenges. Signal Processing, 85, 2190-2212. 

Kelso, J. A. S. (2002). The complementary nature of coordination dynamics: Self-organization 
and the origins of agency. Journal of Nonlinear Phenomena in Complex Systems, 5, 364-371. 

Kim, J. (1998). Mind in a Physical World. Cambridge, MA: MIT Press. 



 23

Kirsch, I. (2000). The response set theory of hypnosis. American Journal of Clinical Hypnosis, 
42, 274-292. 

Klimesch, W. (1999). EEG alpha and theta oscillations reflect cognitive and memory 
performance: A review and analysis. Brain Research Brain Research Reviews, 29, 169-195. 

Klimesch, W., Schack, B., & Sauseng, P. (2005). The functional significance of theta and upper 
alpha oscillations. Experimental Psychology, 52, 99-108. 

Martin, P., & Bateson, P. (1993). Measuring Behaviour (2nd edn). Cambridge: Cambridge 
University Press. 

Mesulam, M. M. (1990). Large-scale neurocognitive networks and distributed processing for 
attention, language, and memory. Annals of Neurology, 28, 597-613. 

Molle, M., Marshall, L., Lutzenberger, W., Pietrowsky, R., Fehm, H. L., & Born, J. (1996). 
Enhanced dynamic complexity in the human EEG during creative thinking. Neuroscience 
Letters, 208, 61-64. 

Naish, P. (2001). Hypnotic time perception: Busy beaver or tardy timekeeper. Contemporary 
Hypnosis, 18, 87–99. 

Nordby, H., Hugdahl, K., Jasiukaitis, P., & Spiegel, D. (1999). Effects of hypnotizability on 
performance of a Stroop task and event- related potentials. Perceptual and Motor Skills, 88, 
819-830. 

Nunez, P. L. (2000). Toward a quantitative description of large-scale neocortical dynamic 
function and EEG. Behavioral and Brain Sciences, 23, 371-437. 

Oliveri, P., Romero, L., & Papagno, C. (2004). Left but not right temporal involvement in 
opaque idiom comprehension: A repetitive transcranial magnetic stimulation study. Journal 
of Cognitive Neuroscience, 16, 848-855. 

Perlini, A. H., & Spanos, N. P. (1991). EEG alpha methodologies and hypnotizability. 
Psychophysiology, 28, 511-530. 

Poremba, A., Saunders, R. C., Sokoloff, L., Crane, A., Cook, M., & Mishkin, M. (2003). 
Functional mapping of the primate auditory system. Science, 299, 568-572. 

Pritchard, W. S., & Duke, D. W. (1992). Dimensional analysis of no-task human EEG using the 
Grassberger-Procaccia method. Psychophysiology, 29, 182-192. 

Rappelsberger, P. (1998). Probability mapping of power and coherence: technical aspects. In H. 
Petsche, & S. Etlinger (Eds.), EEG and Thinking (pp. 63-78). Wien: Österreichische 
Akademie der Wissenschaften. 

Rappelsberger, P. & Petsche, H. (1988). Probability mapping: power and coherence analysis of 
cognitive processes. Brain Topography, 1, 46-54. 

Raz, A., Shapiro, T., Fan, J., & Posner, M. I. (2002). Hypnotic suggestion and the modulation of 
Stroop interference. Archives of General Psychiatry, 59, 1155-1161. 

Razoumnikova, O. M. (2000). Functional organization of different brain areas during convergent 
and divergent thinking: an EEG investigation. Brain Research Cognitive Brain Research, 10, 
11-18. 

Sabourin, M. E., Cutcomb, S. D., Crawford, H. J., & Pribram, K. (1990). EEG correlates of 
hypnotic susceptibility and hypnotic trance: spectral analysis and coherence. International 
Journal of Psychophysiology, 10, 125–142. 

Sheehan, P. W., Donovan, P., & MacLeod, C. M. (1988). Strategy manipulation and the Stroop 
effect in hypnosis. Journal of Abnormal Psychology, 97, 455-460. 

Spiegel, D. (1991). Neurophysiological correlates of hypnosis and dissociation. Neuropsychiatry 
Practice Opinion, 3, 440–445. 

Stam, C. J., Breakspear, M., van Cappellen van Walsum, A. M., & van Dijk, B. W. (2003). 
Nonlinear synchronization in EEG and whole-head MEG recordings of healthy subjects. 
Human Brain Mapping, 19, 63–78. 



 24

Stein, A.V., Rappelsberger, P., Sarnthein, J., Petsche, H., 1999. Synchronization between 
temporal and parietal cortex during multimodal object processing in man. Cerebral Cortex, 
9, 137-150. 

Steriade, M., Gloor, P., Llinas, R. R., Lopes De Silva, F. H., & Mesulam, M. M. (1990). Report 
of IFCN Committee on Basic Mechanisms. Basic mechanisms of cerebral rhythmic 
activities. Electroencephalography and Clinical Neurophysiology, 76, 481–508. 

Tarkiainen, A., Helenius, P., Hansen, P. C., Cornelissen, P. L., & Salmelin, R. (1999). Dynamics 
of letter string perception in the human occipitotemporal cortex. Brain, 122, 2119–2131. 

Tesche, C. D., & Karhu, J. (2000). Theta oscillations index human hippocampal activation 
during a working memory task. Proceedings of the National Academy of Sciences of the 
United States of America, 97, 919–924. 

Truccolo, W. A., Ding, M., Knuth, K. H., Nakamura, R., & Bressler, S. (2002). Trial-to-trial 
variability of cortical evoked responses: implications for analysis of functional connectivity. 
Clinical Neurophysiology, 113, 206-226. 

Von Kirchenheim, C., & Persinger, M. (1991). Time distortion: A comparison of hypnotic 
induction and progressive relaxation procedures. International Journal of Clinical and 
Experimental Hypnosis, 39, 63-66. 

Wagstaff, G. (1981). Hypnosis, Compliance and Belief. Brighton: Harvester Press. 
Weiss, S., & Rappelsberger, P. (2000). Long-range EEG synchronization during word encoding 

correlates with successful memory performance. Brain Research Cognitive Brain Research, 
9, 299-312. 

Weitzenhoffer, A. M. (2000). The Practice of Hypnotism. New York: Wiley. 
Weitzenhoffer, A. M., & Hilgard, E. R. (1962). Stanford Hypnotic Susceptibility Scale: Form C. 

Palo Alto, CA: Consulting Psychologists Press. 
Williams, J. D., & Gruzelier, J. H. (2001). Differentiation of hypnosis and relaxation by analysis 

of narrow band theta and alpha frequencies. International Journal of Clinical and 
Experimental Hypnosis, 49, 185–206. 

Woody, E. Z., & Bowers, K. S. (1994). A frontal assault on dissociated control. In: S. J. Lynn, J. 
W. Rhue (Eds.). Dissociation: Clinical and Theoretical and Research Perspectives (pp. 52–
79). New York: Guilford Press. 

 
 
 
 


