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A B S T R A C T

Instead of using low-level neurophysiology mimicking and exploratory programming methods commonly used in the machine consciousness field, the hierarchical Operational Architectonics (OA) framework of brain and mind functioning proposes an alternative conceptual-theoretical framework as a new direction in the area of model-driven machine (robot) consciousness engineering. The unified brain-mind theoretical OA model explicitly captures (though in an informal way) the basic essence of brain functional architecture, which indeed constitutes a theory of consciousness. The OA describes the neurophysiological basis of the phenomenal level of brain organization. In this context the problem of producing man-made “machine” consciousness and “artificial” thought is a matter of duplicating all levels of the operational architectonics hierarchy (with its inherent rules and mechanisms) found in the brain electromagnetic field. We hope that the conceptual-theoretical framework described in this paper will stimulate the interest of mathematicians and/or computer scientists to abstract and formalize principles of hierarchy of brain operations which are the building blocks for phenomenal consciousness and thought.
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1. Introduction

“Can machines think?” this confusing (at the time) question was raised by a mathematician and computer scientist, Alan Turing (1950); philosophers, however, have debated this issue since the early 17th century. The first serious philosophical consideration of making a practical assault on the problem of machine consciousness was made by Leonard Angel (1989) in his book “How to Build a Conscious Machine”. Since then the idea of machine consciousness had progressed from being an interesting philosophical diversion to a real possibility (Holland, 2003a).

The aim of the present paper is to describe a conceptual-theoretical architecture (within the framework of Operational Architectonics of brain and mind functioning) that a computing system (robot) could implement (after appropriate formalization would be achieved) to simulate the operational level in which consciousness and thinking would self-emerge. We will use an informal way of description (modeling aspects and computational counterparts are largely still to be devised by mathematicians and/or computer scientists). The lack of technical detail would also be helpful at maintaining intelligibility for the broad audience of this Special Issue. We see this paper as an opportunity to make readers of the journal more aware of the conceptual problems hampering progress in the “machine consciousness” research. In connection with this the most important drawbacks of the existing implementations in an attempt to approach the consciousness phenomenon will be discussed. A previous our article on a related subject has developed briefly the theory-guided approach to artificial consciousness and discussed some general philosophical aspects that relate to this issue (Fingelkurts et al., 2009a).

In the last twenty years there has been an increased interest towards the field of artificial consciousness and related “synthetic” rational thinking (Minsky, 1991, 2006; McCarthy, 1995; Aleksander, 2001; Holland, 2003b; Adami, 2006; Chella and Manzotti, 2007). On the one hand such interest has been stimulated by hopes of being able to design a true conscious machine; on the other hand it has been thought that the actual implementation of conscious thinking in an artificial model could be helpful for a better understanding of consciousness as a phenomenon per se (Denham, 2002). This common optimism is best expressed by Christof Koch (2001): “…we know of no fundamental law or principle operating in this universe that forbids the existence of subjective feelings in artefacts designed or evolved by humans.”

Several researchers, engineers and computer scientists have already began to address the subject by designing and implementing models for artificial consciousness (referred to as “machine consciousness” or “synthetic consciousness”). However, almost all of them take a more or less conventional computational or low-level neurally inspired (anatomical) approach (Fingelkurts et al.,
The latter approach, named neuromorphic engineering (NE) by Carver Mead in the late 1980s, was suggested to describe and build electronic neural systems whose architecture and design principles mimic biological neural cells and anatomical architectures (Mead, 1989).

During the last decade NE scientists have made substantial progress by designing silicon neurons and synapses (Indiveri et al., 2006; Wijekoon and Dudek, 2008), silicon cochleas and retinas (Chan et al., 2006; Lichtsteiner et al., 2008), and distributed multichip systems of sensors that communicate using neurone-spike-like signals (Chicca et al., 2007; Merolla et al., 2007). Today, however, as noted by Indiveri et al. (2006), NE stands before a large conceptual challenge that must be resolved before any significant progress toward an age of genuinely conscious neuromorphic machines can be made. This challenge is to bridge the gap from systems (machines) that merely mimic or simulate cognitive processes usually correlated with consciousness (so-called Weak Artificial Consciousness, Holland, 2003b; Seth, 2009) to ones that are genuinely conscious (Strong Artificial Consciousness, Holland, 2003b; Seth, 2009). An important practical matter related to this challenge is that a “conscious machine” should be seen as a man-made artificial system (e.g., robot) that enjoys subjective phenomenal experiences and related rational thinking (Fingelkurts et al., 2009a). Phenomenology is the study of consciousness founded by German philosopher Edmund Husserl (1901/1973) who defined it as: “The reflective study of the essence of consciousness as experienced from the first-person point of view”. Accordingly, the key to developing synthetic consciousness is to develop an agent that, perhaps due to its own complexity combined with a need to self-monitor, would find a use for thinking of itself (or others) as having experiential states.

However, from the point of view of an artificial intelligence engineer “most of the existing theories of consciousness, which typically come from philosophy or psychology, do not provide a fully plausible explanation of what a conscious being is and how consciousness could be produced in a machine. Instead, they offer a more or less metaphorical description of consciousness, but not a model that can be directly implemented in computational terms” (Arrabales et al., 2009). One of the most known examples of a heavy usage of metaphor in consciousness theorizing is the Global Workspace (GW) theory developed by Baars (1988). This cognitively-guided theory aims to characterize several consciousness-related phenomena using a theatre metaphor (Baars, 1997). Unfortunately, use of metaphor makes the underlying argument(s) unclear and multiple interpretations are possible. Another popular theory is the information integration theory of consciousness developed by Tononi (2004). This theory argues that subjective experience is one and the same thing as a system’s capacity to integrate information. It states further that the quantity of consciousness available to a system can be measured as the Φ value of a complex of elements. However, it has been calculated by Gamez (2008) using the method based on Tononi’s information
integration theory that it could take up to $10^{9000}$ years to complete a full analysis of a very limited 18,000 neuron network; and since the real brain has much more neurons, we are very unlikely to be able to model the entire human brain (in accordance with this theory) in the foreseeable future (Gamez, 2010).

Even though this is partly true, there is no other way around but to study and understand the architecture of the phenomenal world (and its biological constituents) of human beings (as having full-fledged phenomenal consciousness), if we wish to give such capacity to our robots (Fingelkurts et al., 2009a). We underline that machine consciousness could not be studied without considering phenomenal states. The same view has been developed by Aleksander (2009): “…those who use entirely functional methods rooted in AI must at least explain in what sense their models can be said to contain a phenomenal world, otherwise their work would not be considered as contributing to the aims of machine consciousness”. From another side, the understanding of an immediately preceding level in the brain organization on which consciousness supervenes and to which it is isomorphic (Fingelkurts et al., 2009a,b; 2010b) is also important, if we aim to create an artificial system (robot) in which consciousness and thinking would self-emerge. Fortunately, current cognitive findings allow researchers to describe the hierarchy of the human phenomenal (conscious) world and related to it rational thinking in a way which could be integrated with accumulated brain activity data to form a unified and common framework that promises a plausible modeling perspective (Fingelkurts et al., 2010a).

Below we will illustrate the phenomenal world and rational thinking by describing the most important features which are required for instantiation of phenomenal consciousness and thinking.

2. Human Phenomenal Consciousness and Thinking

It seems that conscious experiences (at least in humans) are intimately related to thoughts. For example Carruthers (2005) pointed: “What constitutes an experience as phenomenally conscious, in my view, is that it possesses a dual representational content: both world (or body) representing and experience representing. And experiences come to possess such a dual content by virtue of their availability to a higher-order thought faculty (which is capable of entertaining higher-order thoughts about those very experiences)”. In other words, this world and body “presenting” is done via their higher-order analog contents – thoughts, which represent, and replicate in “seeming fashion”, their first-order contents. Rosenthal (2005) who first introduced the higher-order thought theory of consciousness about 20 years ago also argues that we are immediately conscious of a conscious state because that awareness is part of the state itself. Therefore, according to him, having a (suitable)
higher-order thought is necessary and sufficient for there to be “something” that it is like for an organism to have any given sensory state (Rosenthal, 2008). Perhaps the whole problem was best expressed by René Descartes in his famous postulate: “I think, therefore I am” (Descartes, 1960/1637). This, however, does not mean that there cannot be some low, elemental forms of experience without a full-fledged rational thought (see below Section 2.1).

Implementing artificial consciousness thus may require the very notion of thinking to be considered at some level within the hierarchy of phenomenality. Until we can dissect the human phenomenal world along with related thinking and accurately describe the various elements that constitute them, we cannot expect to relate these to a functioning human brain. These requirements must be met in order to work out a plausible architecture for the creation of artificial consciousness and thought. Here, the concept of phenomenal consciousness refers to the world of subjective experiences (phenomena such as seeing, hearing, touching, feeling, embodiment, moving, and thinking) that happen to a person right at this moment (Fingelkurts et al., 2009a).

Now the question is: can we describe a possible functional architecture that might serve to realize the phenomenal world and conscious thinking, in the sense discussed above? The following Subsection is dedicated to this issue.

2.1. Architecture of the human phenomenal consciousness and related thinking

Both, the phenomenal world and thinking (rational/goal-directed and spontaneous) could be implemented by a hierarchical modular architecture where there are basic phenomenal and cognitive operations that function as elementary building blocks of complex ones, which furthermore constitute phenomenal objects, images and thoughts.

Therefore, the fundamental notion that allows one to describe phenomenal consciousness and thinking under a common framework is that of operation. Formally “operation” stands for the process (or series of acts/functions) that applied to an operand, yield a transform, and is limited in time – it has a beginning and an end (Krippendorff’s Dictionary of Cybernetics, 1989; see also Burris and Sankappanavar, 1981); and can be broadly defined as the state of being in effect (Collins Essential English Dictionary, 2006). This definition provides a basis for discussing the relative complexity and compositionality of operations, where there is a more complex operation/operational act that subsumes the simpler ones (Fingelkurts and Fingelkurts, 2003, 2005; Fingelkurts et al., 2010a).

The lowest (first) level of discussed architecture is “constructed” from operations through which “phenomenal content”, made up of the raw data from the world as presented by the senses, is generated. These are so-called phenomenal features (qualities): the “stuff” that the experiences per se
are made of (Revonsuo, 2006). Further disassembling of these features would lead to the nonconscious biological level; therefore, these phenomenal features are the elemental entities of phenomenal architecture. It has been suggested that all phenomenal contents are embedded in a unifying spatial 3D coordinate system (phenomenal space) in order to be directly present in someone’s subjective experience (Dainton, 2000; Metzinger, 2003; Revonsuo, 2006; Trehub, 2007). The psychology literature offers compelling evidence that such volumetric subjective space is readily available in the mind (Kosslyn, 1980; Shepard, 1982; Finke, 1989). So does our everyday subjective experience. It has been further proposed that this phenomenal space in which all experiences take place forms a bridge between nonconscious biological mechanisms and phenomenal consciousness (Revonsuo, 2006). For the overall study of thinking, these findings are relevant in two ways (von Müller, 2010): (1) they provide a description of the “logistical basement” of all thinking operations; and (2) they shed light on some general principles, such as “categorization”, that are based on massively iterated processes of separation and aggregation. Note that at this level the operation of categorization is expressed in its most primitive form (for example, it might be based on a threshold). Both of these processes are found again and again (with increasing vividness) on all subsequent layers of higher complexity in the hierarchy.

The second level refers to the processes that are still pre-lingual, but in which connecting operations are executed on mental contents. The basic first-level operation of categorization reappears on that second level in a most powerful way as a “pattern recognition”, and is joined by a second very basic operation – “comparison” (von Müller, 2010). In addition, at that level, there already exist early forms of intuitive assessment of causal relations, compatibility relations, and conditional relations. These operations form a basis for the fact that the experiential contents appearing in our conscious space (first level) are joined together into holistic entities of the highest order (this second level), something which Metzinger calls a global Gestalt (Metzinger, 1995). The formation of higher order operations is realized by spatial neighboring relations and especially by temporal identity within an experienced present, i.e. by subjective simultaneity, by being given within a single psychological moment of “now” (Metzinger, 2003; Marchetti, 2009). Any such holistic phenomenal object can be further organized into hierarchical parts (or features) of a more complex object, or on the contrary decomposed, where all of the components can be realized as separate simpler phenomenal objects independent of each other and with their own Gestalt and semantic windows (for similar views about mental objects see Fodor and Pylyshyn, 1988; van Leeuwen, 2007). As a consequence, this phenomenal level is characterized by enormous multivariability and combinatorial capacity capable of realizing an astronomical number of different phenomenal qualities, patterns, and objects of different complexity (Fingelkurts et al., 2009b, 2010a). This level is crucially relevant for the
understanding of human thinking because operations of this level continue to play a very influential role as underlying building blocks in all forms of higher level thinking processes. Additionally, it is at this level where another important feature of phenomenal space emerges – it is its centeredness, which is the spatial volume surrounding the “subjective self” and which is experienced as spreading outward in all directions from that virtual subjective self (Revonsuo, 2006; Metzinger, 2009). Such an egocentric reference frame or the first-person perspective was called perspectivalness: it possesses a focus of experience, a point of view (Metzinger, 1995).

The next (third) level of architecture deals with the appearance of higher-order reflective (or linguistic) thought which lies at the basis of human language. Indeed, if a “subject” appears, it seems unavoidable that he/she can assign him/herself some actions/activities and the consequences of his/her actions/activities (which is expressed linguistically by the “subject + verb” construction), or that the subject distinguishes him/herself from the object/other subjects (with all the ensuing forms of relations between them, which are linguistically expressed by conjunctions, prepositions, etc.) (Marchetti, 2010). This triggers an explosion of the variety and richness of cognitive operations (Benedetti, 2006; Marchetti, 2006). The reason for this explosion is that symbol-based language allows for much higher degrees of self-referential operations. Gaining the ability to produce symbolic “handles” for the products of lower level operations opens an almost infinite richness of conceptual (rational) thinking (von Müller, 2010). However, despite this enormous phenomenological richness of symbol-based thinking, it is possible to identify a number of basic operations of this level that function like a small library in the configuration of complex thoughts (Benedetti et al., 2010): (a) Operation of attentional focalization, (b) Operation of attentional discarding, (c) Operation of representation, (d) Operation of comparison, (e) Operation of presence keeping, and (f) Operation of memory.

The fourth and last level deals with the domain of highly complex reasoning architectures and the increasing specialization of the overall domain of cognitive processes (Perlovsky, 2006). Here the differentiation between strategic thinking (which is oriented towards goal-attainment), scientific thinking (which is explanation-oriented), artistic thinking (which focuses on articulating experiences) and philosophical thinking (which asks for sense and meaning) could be observed (von Müller, 2010). Additionally, characteristically different “thinking styles” as well as the emergence of thought patterns that go beyond the realm of experience, such as complex numbers and \( n \)-dimensional spaces are presented at this level.

Every part of this hierarchical phenomenal architecture is simultaneously present to every other part/component, creating a spatial co-presence (spatial and temporal coincidence) in the same and unified phenomenal world (Metzinger, 2003; Revonsuo, 2006; see also Baars, 1988). At the same
time, each part of this hierarchical phenomenal world is not monolithic; instead it has its own inherent fine structure. In this context every phenomenal pattern or object exists within every other more complex one; therefore these objects should not be considered as objects in a conventional sense (van Dijk, 2006). Rather, they should be seen as reciprocally entangled autopoietic machines (Maturana and Varela, 1980), i.e., self-creating processes, or dissipative structures (Nicolis and Prigogine, 1977) that are nevertheless relatively stable and thus could be conceived as distinct objects. Importantly, all these phenomenal patterns/objects/images/thoughts are transparent for us (we do not experience them as representations of external objects, scenes, or thoughts; instead we just perceive them right there present for us (for detailed and accurate conceptualization, see Metzinger, 2003 and Revonsuo, 2006; for an alternative view see Manzotti, 2006).

There is one property of phenomenal consciousness which is relevant for all levels of its hierarchy – it is the tendency to wonder, flitting from one phenomenal content/object/image/thought to the next with fluidity and ease (Singer, 1966; Mason et al., 2007; Bar et al., 2007; Christoff et al., 2008). James (1890) called this property a “stream of consciousness”, where phenomenal consciousness continually moves from one relatively stable part (content/object/image/though depending on the hierarchical level of phenomenal architecture) to another relatively stable part, and these stable parts are separated by abrupt transitive periods. Note that in the physical jargon such abrupt transitive periods are named critical points (Stanley, 1987) that mark the border between macroscopic determination and macroscopic indeterminacy (Bak et al., 1987; Antoniou et al., 2000).

2.2. Synthetic phenomenology and future direction

Within last several years there have been attempts to artificially model or even implement some features of the phenomenal world in robotic systems. This emerging discipline has the name “Synthetic Phenomenology” (SP) (Gamez, 2010). One example of this type of research is Holland’s and Goodman’s (2003) robotic system Khepera which exhibits simple behavior and can produce a graphical representation of its own internal model using Linåker’s and Niklasson’s (2000) Adaptive Resource-Allocating Vector Quantizer method to build up concepts that correspond to a combination of sensory input and motor output. A similar approach to graphically represent the “imagination” of a Khepera robot was undertaken by Stening et al. (2005). Other related work in SP was carried out by Chrisley and Parthemore (2007), who used a SEER-3 robot to specify the non-conceptual (“phenomenal”) content that is difficult to express in natural language. Chella et al. (2005) are developing a CiceRobot which is largely based on perceptual “awareness” in vision where a
representation of what is expected (“imagined”) by the robot is compared with sensory visual data from the environment in order to lead to action.

The direction of this engineering approach can be interpreted as a mimickry of the inner (“phenomenal”) states based on some theory of consciousness or the limited set of its features. A quite similar path is taken by Sloman and Chrisley (2003) with their virtual machine functionalism. However, ignoring the brain constituents of consciousness will never allow modeling of the foundational principles of the phenomenal world and thus the creation of a true conscious robot. Following Revonsuo (2006) we stress that at the lower (in comparison with the phenomenal) level of brain organization there should be nonexperiential entities (some complex electrophysiological mechanisms) that function as the realization base of phenomenal space–time. Indeed, if phenomenal consciousness is a biological phenomenon within the confines of the brain, then there must be some specific level of organization and some specific spatial–temporal grain in the brain where consciousness resides. We underline that in order to create an artificial system (robot) in which consciousness and thinking would self-emerge, we need to model this immediately preceding level (thought it could be highly hierarchical) in the brain organization on which consciousness supervenes and to which it is isomorphic (Fingelkurts et al., 2009a,b, 2010b).

If the “levels” of phenomenal consciousness hierarchy, which we have described in the previous Subsection, really are separate levels of the overall spatial-temporal dynamics of a mind, then it should be possible to describe them by means of discrete classes of neural/brain operations. The discrete models are considerably easier to analyze, both mathematically and computationally, as well as to model. From a strictly engineering point of view, the neural substratum of a thought is not essential (Emiliani, 1990; Sloman and Chrisley, 2003; Sloman, 2004): what is essential for the presence of conscious thought is that there is a whatsoever substratum which implements the correct structure of operations (operational level) which take place in our brain during thinking (Fingelkurts et al., 2010b). In other words, it might be stated that thought is not only what happens in our brain: it is all which happens in any substratum which shares the functional architecture of our brain; or in all those substrata which share a formally equivalent operational architecture (Fingelkurts et al., 2009a, 2010b).

Therefore we need to reveal, study and objectively describe such brain functional architecture which allows realization of a mind and which is isomorphic to it. In this case there should be no objection to anyone venturing into the project of realizing this architecture artificially (Sanz, 2009; Gamez, 2009). In fact, when the description is sufficiently precise, complete and unambiguous, as it is in the case of formal algorithms, there are well-known standard tools (namely, programming systems and computers) for executing such a project (Havel, 1993). The need to create a working
model of single *integrated brain-mind architecture* can be expected to lead to a radically new brain-mind-inspired hardware architecture (Denham, 2002). However, to do so we would need first an appropriate theoretical and methodological (informal) framework. This framework should give researchers an idea how specific mental phenomena with measurable physical counterparts could fit into the unified brain-mind architecture, and pay attention to the philosophical problems of how these physical processes relate to the mental processes.

So, what should this theoretical-methodological framework look like in order to adequately support mental (phenomenal, psychological, linguistic, neuropsychological, neurolinguistic) phenomena and their neurophysiological underlying operations, as well as being plausible for the engineering purposes? We believe it should be an *operational* model, that is, a framework centered on the notion of “operation” (Fingelkurts and Fingelkurts, 2001, 2003, 2005; Fingelkurts et al., 2009b, 2010a) rather than attempting to directly mimic the intricate chemical and physiological mechanisms of the brain or functional states of the conscious mind.

### 3. Operational Architectonics of Brain-Mind Functioning

In order to identify brain operations responsible for the production of higher-order mental phenomena such as thought and conscious processing, a conceptual-theoretical framework proposing what to look for and at which level to do so is necessary (Benedetti et al., 2010). To be adequate, this theoretical framework should be able to connect the phenomenal aspects of consciousness and their underlying brain operations, which basically constitute them. Using Revonsuo words (2006), one “should take very seriously both the subjective psychological reality of consciousness and the objective neurobiological reality” in their intimate connectedness within a single and integrated continuum (Fingelkurts et al., 2009b).

The notion of *operation*, then, is fundamental and central in bridging the gap between brain and mind: it is precisely by means of this notion that it is possible to identify what at the same time belongs to the phenomenal conscious level and to the neurophysiological level of brain activity organization, and mediates between them (Fingelkurts and Fingelkurts, 2003, 2005; Fingelkurts et al., 2009b, 2010a). Indeed, both, the material neurophysiological organization that characterizes the brain and the informational order that characterizes the mind necessarily involve such events as operations at their cores.

As we have stated in Section 2.1, “operation” is broadly defined as the process or state of being in effect and that it has the beginning and end (for further discussion, see Fingelkurts et al., 2010a). It should be stressed that this is so regardless of whether this process is
conceptual/mathematical/phenomenal or physical/biological/physiological. In fact, everything which can be represented by a process is an operation. Understanding of the operation as a process and considering its combinatorial nature, seems especially well suited for describing and studying the mechanisms of how information about the objective physical entities of the external world can be integrated, and how unified/coherent phenomenal objects or thoughts can be presented in the internal subjective world by means of entities of distributed neuronal brain assemblies. It is only at this level of integration (through functional isomorphism principle; Fingelkurts and Fingelkurts, 2001; Fingelkurts et al., 2009b) that we may hope to relate and bridge the gap between phenomenal level and empirical evidence of its brain operational implementation (Fingelkurts et al., 2010a).

3.1. The Operational Architectonics theory

The Operational Architectonics (OA) theory (Fingelkurts and Fingelkurts 2001, 2003, 2004, 2005, 2006, 2008; Fingelkurts et al., 2009b, 2010a,b) offers a neurobiologically plausible framework which states that whenever any pattern of phenomenality (including reflective thought) is instantiated, a corresponding and appropriate brain activity pattern is emerged\(^1\) (Fingelkurts and Fingelkurts 2001, 2005; Fingelkurts et al., 2009b, 2010a). These brain activity patterns (expressed as the virtual operational modules) are brought into existence by joint operations of many functional and transient neuronal assemblies in the brain (Fingelkurts and Fingelkurts 2005, 2006; Fingelkurts et al., 2009b, 2010a). Transient neuronal assembly is defined as a set of neurons that cooperate (synchronize their activity) to perform a specific computation (operation) required for a specific task (Palm, 1990; Eichenbaum, 1993; von der Malsburg, 1999; Buzsáki, 2006). The question is: what might be the nature of these brain activity patterns (of appropriate kind), which would reflect or even instantiate the phenomenal world (considering that they should be as dynamic as phenomenal consciousness, have the same hierarchical complexity, be relatively independent from the neurophysiology, and be “well-defined” and “well-detected”)?

Our recent analysis (Fingelkurts et al., 2010a) shows that the nature of these patterns should refer to the coordinated behavior of local fields, generated by local transient neuronal assemblies and could be measured by means of electroencephalography (EEG) (Freeman, 1992). According to Freeman (1975, 1992), these local fields’ (mesoscopic) effects operate at a spatial scale of \(\sim 1\) cm and temporal

\(^1\) Even though this framework has some similarities with other theoretical conceptualizations, it is quite distant from them in the core principles (for the detailed comparative analysis, see the last section in Fingelkurts and Fingelkurts, 2008). Additionally, besides numerous differences between the ways the different theoretical approaches are developed and in contrast to many other theories, the OA framework offers a range of methodological tools which enable in practice to measure the postulated entities of the theory (Fingelkurts and Fingelkurts, 2008).
scale of \(~100 ~\text{ms}\) and, thus, mediate between the two extremes of cortex organization: single neurons and the major lobes of the forebrain. In this context the OA theory explores the temporal structure of information flow and the inter-area interactions within a network of dynamical, transient, and functional neuronal assemblies (whose activity is “hidden” in the complex nonstationary structure of local EEG signals; Kaplan, 1998; Kaplan et al., 2005) by examining topographic sharp transition processes (on the millisecond scale) in the local EEG fields\(^2\) (Fig. 1; see also Fingelkurts and Fingelkurts, 2001, 2004, 2005, 2006, 2008). Detailed analysis of the complex structure and hierarchical architecture of EEG fields (see the following Subsections) reveals the existence of a particular operational space-time (OST) which literally resides within the brain internal physical space-time (IPST) and is functionally isomorphic to the phenomenal space-time (PST).

As we have proposed elsewhere (Fingelkurts et al., 2010a), OST constitutes the neurophysiological basis of mind phenomenal architecture (PST). Precisely, the operational (OST) level of brain organization intervenes between internal physical brain architecture (IPST) on one side, where it literally resides, and experiential/subjective phenomenal structure of the mind (PST), to which it is isomorphic, on the other side. In other words, the physical brain produces a highly structured and dynamic electromagnetic field with emergent properties realized in the form of OST level; phenomenal (PST) level supervenes on the operational level with one-to-one correspondence and ontologically it is inseparable from this operational level (Fingelkurts et al., 2010b). However, the phenomenal level is separable from the brain neuroanatomical processes. This point of view coincides with the engineering logic which states that the concrete neuronal substratum of a consciousness is not essential for its natural or artificial implementation (Emiliani, 1990; Sloman and Chrisley, 2003; Sloman, 2004). Thus, the operational level ties these two (neurophysiological and subjective) domains ontologically together through the shared notion of operation (Fingelkurts and Fingelkurts, 2003, Fingelkurts et al., 2009b).

\(^2\) These EEG phenomena are rarely exploited due to the lack of analytical tools and methodology. Special techniques (which take into consideration the inherent quasi-stationary nature and structure of an EEG signal) are required for their detection. One may suppose that the local EEG fields’ segmentation described here is identical or similar to Lehmann’s technique for the momentary whole-brain electric field segmentation (Lehmann et al., 1987). This is not the case. The OA methodology is similar to the microstates method of Lehmann and colleagues only at the most abstract conceptual level. This similarity concerns only the assumption that the brain activity progresses not in a continuous manner, but is a succession of the microstates with abrupt changes in-between. The rest is different. Since the differences are discussed in detail in Fingelkurts et al., 2010a (footnote 71), here we stress only one aspect, which is important for the theme of the current article. In contrast to Lehmann’s whole-brain electric field microstates, operational modules (OMs) from the OA methodology have very rich internal structure, where the temporal information of each cortical area (which participates in the OM) is precisely known and preserved; additionally such OMs can be formed within any frequency band and even between different frequency oscillations.
Figure 1. Schematic illustration of the neuronal assembly’s dynamics and its relation to an operation and to a large-scale neurophysiological level of operational modules (OMs). As an example, the simplest case is shown, when cognitive, phenomenal and behavioral operations/acts coincide in time (in most cases these relations are more complex). Cognitive, phenomenological, and behavioral levels illustrate the ever-changing stream of cognitive/phenomenal/behavioral acts, where each momentarily stable pattern is a particular cognitive/phenomenal/behavioral macro-operation. Thus, the stream of cognitive/phenomenal/behavioral experience has a composite structure: It contains stable nuclei (or operations/thoughts/images/acts) and transitive fringes (or rapid transitional periods; RTPs). At the EEG level these processes are reflected in the chain of periods of short-term metastable states (or OMs) of the whole brain and its individual subsystems (grey shapes), when the numbers of degrees of freedom of the neuronal assemblies are maximally decreased, due to synchronized operations. Grey shapes illustrate individual OMs. Red line illustrates complex OMs. Changes from one complex OM to another are achieved through RTPs.
3.1.1. The low level of brain-mind Operational Architectonics

As it has been discussed in our previous work (Fingelkurts et al., 2009b; 2010a), local EEG waves recorded from the scalp are the result of self-organized integrated excitatory and inhibitory post-synaptic potentials of neuronal membranes. Since they reflect extracellular currents caused by synchronized neural activity within the local brain volume (John, 2002; Freeman, 2007), they are expressed within local EEG signals in the form of quasi-stationary segments, each of which represent an envelope of amplitude modulation (so called a “common mode” or a “wave packet”; Freeman and Vitiello, 2006) in the neuronal mass under the recording electrodes. These EEG quasi-stationary segments are “glued” to each other by means of the rapid transitional processes/periods (RTPs) (Fig. 1; Fingelkurts and Fingelkurts, 2001, 2008; Kaplan et al., 2005). In the physics literature RTPs are referred to as renewal (or critical) events; namely, the events that reset the memory of the system so that waiting times between two such events are all mutually independent, as proved by Allegrini et al. (2009). This latter property is in fact a mathematical definition of the well-known in physics phenomenon of “intermittency”, and is in fact compatible with self-organized criticality in physical systems (Bak et al., 1987) and in the brain (Novikov et al., 1997; Linkenkaer-Hansen et al., 2001; Buiatti et al., 2007; Plenz and Thiagarajan, 2007; Chialvo, 2008; Gong and van Leeuwen, 2009; Werner, 2009).

The neurons are physical entities in the brain and their activity does not correlate reliably with cognition and levels of consciousness (for a review see Fingelkurts et al., 2010a). Therefore the whole neuronal net (together with axon terminals, dendrites and glial cells) corresponds to the non-phenomenal realm. On the contrary, the spatially and temporally structured electromagnetic field (McFadden, 2002) produced by the functional and transient neuronal assemblies is an appropriate candidate for the entity within which all operational and isomorphic (to them) phenomenal contents (including “self”) can be presented (Fingelkurts et al., 2010a,b). Therefore the local fields of transient functional neuronal assemblies are equivalent to operations which can be conscious (phenomenal).

Simple brain-mind operations are reflected at the EEG level in the quasi-stationary segments, which are, in a way, standing waves within a 3D volume (Nunez and Srinivasan, 2006). It has been shown experimentally that these EEG segments are reliably and consistently correlated with changes in the phenomenal (subjective) content during both spontaneous (stimulus independent) and induced (stimulus dependent) experimental conditions (for the review see Fingelkurts and Fingelkurts, 2008). Moreover, it has been documented that different neuronal assemblies’ local fields are correlated with different conscious percepts (Freeman, 2007; Singer, 2001) and that if cognitive processing does not take place, these specific transient neuronal assemblies do not appear (Pulvermueller et al., 1994).
Additionally, it was shown that these local fields (indexed by EEG segments), through the process of operational synchrony, can create an even more complex repertoire of volumetric spatial-temporal patterns, that subdivide the electromagnetic volumetric space of the brain into periodic alternating partitions (we will return to the discussion of these complex patterns in the next Subsection). Thus, we may conclude that the totality of local and transient (dynamic) electromagnetic fields corresponding to operations which instantiate self-presenting, qualitative features can help us to explain the next higher level of phenomenal organization in the brain.

3.1.2. The high level of brain-mind Operational Architectonics

To have an experience of any complex phenomenal object or thought, several features of that object or thought should be spatially and temporally integrated (Treisman and Gelade, 1980; Blake and Yang, 1997; Cleeremans, 2002). In agreement with the above description, we already know that different phenomenal features are presented in the brain by local fields/operations generated by different transient neuronal assemblies. Temporal synchronization of these local fields/operations (Fig. 1) produces complex brain operations (Fingelkurts and Fingelkurts, 2001, 2003; Fingelkurts et al., 2009b, 2010a). Therefore, through the generation of temporal correlations, many spatially scattered neural operations (events) can be integrated into a higher-order whole (an object or thought) appearing in the time-window of “present” (Metzinger, 1995; van Leeuwen, 2007). Thus, many events become one object (Fig. 1). As a result, metastable brain states emerge to accompany the realization of such brain complex operations, where each of them is instantiated by the volumetric spatial-temporal pattern in the electromagnetic field (Fingelkurts and Fingelkurts, 2001, 2004; Fingelkurts et al., 2010a). We call these metastable spatially and temporally organized patterns in the electromagnetic field Operational Modules (OM) (Fingelkurts and Fingelkurts, 2001, 2003). The OMs are metastable because of intrinsic differences in the activity between neuronal assemblies, which constitute OMs, each doing its own job, while at the same time still retaining a tendency to be coordinated together within the same OM. It is exactly this simultaneous existence of autonomous and integrated tendencies which signifies the metastable principle of brain functioning (Kelso, 1991; Kelso et al., 1990; Bressler and Kelso, 2001; Fingelkurts and Fingelkurts, 2004).

Based on experimental findings we have further suggested that these OMs constitute a higher level of abstractness (Fingelkurts et al., 2009b; Fingelkurts and Fingelkurts, 2005, 2006), because these OMs are relatively independent from the neurophysiological processes in the brain. They are independent from intrinsic brain anatomical topology that determines which single neuron of a given
anatomical circuit produces a particular spike pattern of a given temporal signature (for similar argumentation, see Köhler and Held, 1947; McFadden, 2002; Dresp-Langley and Durup, 2009).

At the EEG level, the constancy and continuous existence of spatial-temporal OMs persist across a sequence of discrete and concatenated segments of stabilized (synchronized) local EEG activities that constitute them (Fig. 1). It has been shown experimentally that the sequences of segments between different local EEG signals are indeed synchronized to a certain extent and form short-term metastable topological combinations (OM), with different sizes (number of cortical locations involved) and life-spans (temporal duration) (Kaplan and Shishkin, 2000; Fingelkurts et al., 2003a,b, 2004a,b). We argue that at the phenomenological level, the lasting OM would be experienced as a “phenomenal present” of consciousness. Different durations of time-windows expressed in the life-span of OMs could realize different “grains” or different resolutions by means of which various entities can be presented subjectively.

Our research has shown that OMs (being by themselves the result of synchronized operations produced by distributed transient neuronal assemblies) could be further operationally synchronized between each other at different time scale, and thus forming a more abstract and more complex OM, which would constitute the new integrated experience (Fingelkurts and Fingelkurts, 2003, 2005, 2006). However, the higher-order OMs (embedding of mental content) presuppose that bound simpler OMs are superimposed without loss of any relevant information. We have proposed that each of the complex OMs is not just a sum of simpler OMs, but rather a natural union of abstractions about simpler OMs (Fingelkurts and Fingelkurts, 2003, 2005, 2006). Therefore, OMs have a rich combinatorial complexity and the ability to reconfigure themselves rapidly, which is crucially important for the subjective presentation of highly dynamic phenomenal experiences (Section 2; see also Fig. 1). Yet the opposite process is also possible, where complex OMs could be decomposed to simpler ones all the way down to the basic operations. Such decomposition would be responsible for a segmentation of our subjective experience and focused conscious states (Dainton, 2000; Revonsuo, 2006).

Some physicists tend to interpret OMs within the theory of avalanches (explained in detail in Zapperi et al., 1995; Beggs and Plenz, 2003, 2004; Plenz and Thiagarjan, 2007). Avalanche is defined as a spontaneous and abrupt burst of activity observed on variable numbers of electrodes for different periods of time separated by the silent or quasi-stable periods (Beggs, 2007). Recently Allegrini and coworkers reported in a series of publications that OMs (defined as the temporal RTP coincidences among different EEG channels) are the real source of 1/f signal in the brain and that OMs are indeed driven by a renewal process with power index $\mu \approx 2$ (Allegrini et al., 2009; 2010a,b), which is in line with Beggs and Plenz’s (2003) avalanche research. In physics the value $\mu = 2$ indicates a transition...
between two kinds of ergodicity breakdown, stationary and nonstationary, respectively (Lee, 2007; Silvestri et al., 2009). Moreover, it has been shown that complex networks at $\mu \approx 2$ realize the optimized condition for transmitting and receiving information (West et al., 2008). This condition is also obeyed by human language (Allegrini and Grigolini, 2004) and by music (Bianco et al., 2007). Such correspondences look like an interesting topic that could be explored more fully in future studies. Some of these and other broader contexts of OA theory and conceptual relations were discussed in several previous publications (Fingelkurts and Fingelkurts, 2004, 2005; Fingelkurts et al., 2009b, 2010a; see also Werner, 2007; Freeman, 2010) to which we refer the interested reader.

3.1.3. Dynamic aspect of brain-mind Operational Architectonics

Freeman (2007) states: “the stream of consciousness is cinematographic rather than continuous, with multiple frames in coalescing rivulets”. Indeed, our every day first-person experience clearly shows that the actualization of full-fledged phenomenal objects or higher-order thoughts is realized on a “one-at-a-time” basis, moving serially from one phenomenal pattern to another (Dainton, 2000; Revonsuo, 2006; Bar et al., 2007). This process gives rise to a stream of consciousness/thoughts (James, 1890).

According to OA theory, the succession of phenomenal images or thoughts is presented by the succession of discrete and relatively stable OMs, which are separated by rapid transitive processes, i.e. abrupt changes of OMs (Fig. 1). It has been shown experimentally that at the critical point of transition in mental state e.g. during changes of phases in memory or other cognitive task (Fingelkurts, 1998; Fingelkurts et al., 2000, 2003a), the OM undergoes a profound reconfiguration which is expressed through the following process: a set of local bioelectrical fields (which constitute an OM), produced by transient neuronal assemblies located in several brain areas, rapidly loses functional couplings with one another and establishes new couplings within another set of local bioelectrical fields (brain cortical areas); thus demarcating a new OM in the volumetric OST continuum of the brain (Fig. 1). In this context the subjective persistence of a phenomenal object, scene or thought depends on the stability of the brain’s OM dynamics. Some of them persist longer than others because the operational relations underlying an OM are more stable. Recent studies indicate that during passive rest cortical areas more prone to be recruited into OMs have a complexity index similar to the index of the global brain intermittent process (Allegrini et al., 2010b). In particular these areas are those located in the midline region, collecting electric signals from the two hemispheres. Authors interpret their data as an indication that the brain is working in a critical condition (Allegrini et al., 2010a).
Furthermore, it has been shown that there are multiple, simultaneously occurring interactions between different cognitive operations, which are subserved by the simultaneous presence of transient neuronal assemblies as autonomous entities (Gong and van Leeuwen, 2009) and OMs (synchronized neuronal assemblies) of different complexity (Fingelkurts et al., 2000, 2003a). Because of the composite polyphonic character of the electrical brain field (EEG), this field can be presented as a mixture of many time-scale processes (Nunez, 2000; Basar et al., 2001). Consequently, a large number of functionally distinct OMs can co-exist simultaneously on different time-scales and even between them (for experimental support, see Fingelkurts, 1998; Kaplan and Shishkin, 2000; Fingelkurts, et al., 2004a,b). Hence, in this perspective, the immediately needed complex cognitive or mental operation within a particular time-scale can be presented by immediately emerged specific OM on the same time-scale without the need to disassemble the other OM which exists on a different time-scale (Fingelkurts et al., 2003; see also Fingelkurts et al., 2009b; 2010a). This mechanism allows the brain to present multiple multimodal stimulus, objects, actions and/or thoughts by distant functional OMs. Functional coupling of many OMs on a particular but common time-scale would assign many phenomenal objects/images/thoughts to a present moment “now” and would guarantee the integrated phenomenal world-model postulated by Dainton (2000), Metzinger (2003) and Revonsuo (2006).

4. Concluding Remarks

The Operational Architectonics (OA) hierarchical framework of brain and mind functioning outlined here proposes a change of strategy in current machine consciousness robotics. Instead of using the low-level neurophysiology mimicking (Markram, 2006), high-level features of consciousness mimicking and exploratory programming (for a discussion see Holland, 2003b) methods that are common in the field, the brain-mind unified OA model proposes one more conceptual-theoretical framework to the range of possible scenarios to consider for the model-driven engineering. This unified theoretical OA model of brain-mind functioning explicitly captures the basic essence of brain functional architecture that does, indeed, constitute a theory of consciousness in its own right (Fingelkurts et al., 2010a): (a) it takes into account what phenomenal consciousness feels like from the first-person perspective; (b) it considers the compositionality of phenomenal objects and thoughts; (c) it captures the stream of thoughts; (d) it also depicts the relations between consciousness, brain and external physical world in a scientifically plausible way; and (e) it gives special importance to the principle of “operation” which is an important notion both for the functioning of the brain and mind as well as for the artificially engineered systems.
In contrast to many theoretical approaches (with which the OA has some similarity), the OA framework offers a range of methodological tools which enable researchers to measure the postulated entities of the theory in practice (Fingelkurts and Fingelkurts, 2008). For example, the specific tools of EEG analysis (Fingelkurts and Fingelkurts, 2001, 2008) are especially suited for studies of nonstationary signals and uniquely capable of investigating the dynamic and metastable changes of brain spatial-temporal patterns that are isomorphic with the phenomenal level. These tools essentially take into account repetitions of spatial-temporal patterns at all structural levels, thus capturing both dynamic as well as hierarchical complexities of brain activity which is nested within a multi-scale operational architecture (Fig. 1). The whole methodology allows the reconstruction of spatial-temporal patterns of phenomenal level directly from EEG data through isomorphic (to them) OMs of different complexity. Thus, in fact, the OA model allows researchers to explore phenomenal architecture of the mind (PST) by measuring the brain operational space-time (OST) architectonics (Fingelkurts et al., 2010a).

In this context the problem of producing man-made “machine” consciousness and “artificial” thought is the problem of duplicating all levels of operational architectonics hierarchy (with its inherent rules and mechanisms) found in the EEG field, which can constitute the neurophysiological basis of phenomenal level of brain organization (Fingelkurts et al., 2009a). The aim should be to abstract and formalize the principles of the hierarchy of operations which constitute phenomenal consciousness and thought, rather than attempting to directly mimic the whole diversity of chemical and physiological mechanisms of brain functioning or the whole diversity of consciousness’ states, which is a quite unrealistic enterprise (Koch and Tononi, 2008). In this case one could expect that by reproducing the one architecture (brain operational) we can observe the self-emergence of the other (mind phenomenal). However, the task of formalizing and mathematically analyzing the hierarchical OA model provides, as noticed by Denham (2002) a formidable challenge to mathematics and theoretical computer science and is likely to require the development of new mathematical conceptualizations and analysis methods (see also Freeman, 1999; Sloman and Chrisley, 2003; Haikonen, 2003).

As we have mentioned before (Fingelkurts et al., 2009a) whether the OA framework can provide a sufficient underpinning for machine phenomenology remains to be shown; however, the first attempt to model the self-organized distributed computing system based directly on the OA theory shows that such a system is superior than a centralized decision making algorithm (Burmakin et al., 2009). As we pursue our investigations we can expect to reveal and describe in more detail the complexity of the OA level of brain organization that could provide the basis for the brain-mind-
inspired architecture modeling. One day, if successful, it might be added to a machine (robot) to produce a human-like consciousness and thought.
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