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Abstract:  In the present exploratory study based on 7 subjects, we examined the composition of 
magnetoencephalographic (MEG) brain oscillations induced by the presentation of an auditory, 
visual, and audio-visual stimulus (a talking face) using an oddball paradigm. The composition of 
brain oscillations were assessed here by analyzing the probability-classification of short-term 
MEG spectral patterns. The probability index for particular brain oscillations being elicited was 
dependent on the type and the modality of the sensory percept. The maintenance of the integrated 
audio-visual percept was accompanied by the unique composition of distributed brain oscillations 
typical of auditory and visual modality, and the contribution of brain oscillations characteristic for 
visual modality was dominant. Oscillations around 20 Hz were characteristic for the maintenance 
of integrated audio-visual percept. Identifying the actual composition of brain oscillations allowed 
us (a) to distinguish two subjectively/consciously identical mental percepts, and (b) to characterize 
the types of brain functions involved in the maintenance of the multi-sensory percept.  
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1. Introduction 

 

Since our perception of the world is multimodal in nature, knowledge of the underlying 

neurophysiology would seem very important in understanding of human brain functions (for 

reviews, see Calvert 2001; King and Calvert 2001; Ernst and Bulthoff 2004). Perceptual 

integration can be defined as a psychophysiological process that not only facilitates detection by 
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amplification of the sensory signals but also can combine these signals to form a new, multimodal 

representation of the source object (O’Hare 1991). The neural representation of a multimodal 

sensory event represents a perceptual brain state which causes the activation of a certain category 

in the mind, i.e., the percept. A conscious percept (the subjective experience that one is aware of) 

within one modality can be dramatically affected by stimulation within another. For example, 

when a syllable (auditory /ba/ + visual /ga/) is presented, the subjects usually perceive the 

stimulus as /da/ (McGurk and MacDonald 1976). This so-called “McGurk” effect demonstrates 

that visual information strongly affects auditory perception.  

Even though the ability of the brain to sustain neural activity in the absence of stimuli has been 

extensively demonstrated on both the single neuron (Fuster and Alexander 1973; Funahashi et al. 

1989) and the neural population (Courtney et al. 1997; Zarahn et al. 1999) levels, the neural 

mechanisms underlying the maintenance of a stimulus representation remain poorly understood 

(Gazzaley et al. 2004). Maintenance can be defined as persistent neural activity in the absence of 

stimulus in the environment. To our best knowledge no study has been undertaken which focuses 

on the actual neural mechanisms underlying the maintenance of a multimodal representation of 

the sensory event.  

In order to assess the maintenance of a conscious multimodal percept of a sensory event, it is 

important to determine the time frame for the analysis. For a percept to be sustained despite the 

removal of the stimulus, there must be a period of time in which the representation of the percept 

is dissociated from any sensory input (Large et al. 2005). For a percept to be conscious, time up to 

500 msec is necessary to elicit the conscious experience of an event (Libet 1993; Taylor and 

McCloskey 1990). Indeed, the transition between the psychological detection of a sensory signal 

without awareness and the detection with awareness, has been found to be controlled simply by 

differences in the duration of repetitive ascending activations of the sensory cortex, with a 

minimum duration of up to approximately 500 msec (Libet 1993). Hence, the formation of a 

conscious and integrated multimodal representation of a non-brief dynamic sensory stimulus is 

completed after stimulus offset during the post-stimulus interval (Mesulam 1998; Näätänen and 

Winkler 1999).  Considering (1) that it has been demonstrated behaviourally that the reproduction 

of visual or auditory stimuli of different duration can be done veridically and with a small 

variance up to approximately 2 to 3 seconds, but not beyond (Pöppel 1994, 2004; Mukamel et al. 
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2004), (2) that neural assembly holds its activity after activation in the range of several tens of 

milliseconds to several hundreds of milliseconds (Varela 1995), (3) that some researchers refer to 

long, slow induced effects accompanying higher cognitive processing (Kutas and Hillyard, 1980; 

Friederici 2002; see Lebib et al. 2004, for the “McGurk effect”), and (4) that the persistence found 

in brain activation correlates with the participants’ phenomenological experience of perceptual 

persistence (Large et al., 2005), then any time interval in a 2 sec period should reflect the 

maintenance of stimulus representation. However, a shorter period (of up to several hundred 

milliseconds) should be used in order to minimize the interrelationships between the neural 

representation and internal brain processes (Usher and Niebur 1997). Thus, the maintenance of 

stimulus representation may be reflected in the induced post-stimulus brain activity. This activity, 

which corresponds to the information content of the stimulus perception and sensory memory, 

may signify a stage when the outputs of the central afferent processes are integrated and mapped 

on the neurophysiological substrate of sensory memory (Näätänen and Winkler 1999).  

However, in the period of the maintenance of stimulus representation there are several task-

unspecific and task-specific processes going on in parallel. These processes are arousal, attention, 

encoding, sensory short-term memory or simply the anticipation of making a response. While the 

contribution of the most unspecific processes (such as arousal, anticipation of making a response 

and so on) can be easily controlled in the experiment (see below and Section 2.6), it is difficult to 

disentangle maintaining process from other task-specific processes such as attention, encoding, 

and sensory short-term memory. At the same time, these task-specific processes appear to work in 

concert to subserve the maintenance of representations (Mesulam 1998; Näätänen and Winkler 

1999; McCollough et al., 2007; see also Basar et al. 2004). As such, for the purpose of this paper 

by the ‘maintenance’ we will understand a mixture of task-specific processes such as attention, 

encoding, and sensory short-term memory in the post-stimulus interval which is not exceeded a 2 

sec period. 

In order to assess the maintenance of a conscious multimodal percept (a stimulus after-effect 

distributed in the neural basis of sensory memory), it seems reasonable to examine the post-

stimulus EEG/MEG intervals (free from the direct influences of any event-related potentials/fields 

(ERP/ERF)). However, identifying components with very long latencies (more than 400 ms) is 

technically difficult because their effects become submerged in the ongoing EEG/MEG field 
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complex. At the same time, estimations of short-term spectral patterns (SP) – that are induced by 

stimulus events and based on Short-Time FFT – provide an adequate measure for EEG/MEG 

oscillatory patterns with long latencies (Fingelkurts et al. 2002; 2003b).  

Since oscillatory activity is intrinsic to the functioning of the brain, it is possible to suppose 

that information about a stimulus is coded on the one hand, by oscillation frequency and on the 

other hand, by the spatial distribution of oscillatory systems (Singer, 1994). It has been proposed 

that brain oscillatory systems act as possible communication networks with functional 

relationships to the integrative brain functions (Basar et al. 2001a). It is assumed that brain 

oscillations are of fundamental importance for mediating and distributing “higher-level” processes 

in the human brain (Klimesch 1999; Basar et al. 2001c). However, there are no studies on the 

representation of a multimodal percept by brain oscillations and only a few studies have 

investigated the role of brain oscillations during human multisensory information processing 

(Sakowitz et al. 2000, 2001; Krause et al. 2001). However, in all of these studies averaging 

procedures were used and the frequency bands were predefined and taken in isolation from each 

other. This prevents researchers from obtaining the actual/natural composition of brain 

oscillations involved in the process of multimodal integration. At the same time, it was 

demonstrated that multiple frequencies are generated simultaneously in the induced EEG/MEG 

and that their superposition has important functional implications (Basar et al. 2004). 

Thus, the aim of this study is to explore in detail the role of brain oscillations within a broad 

frequency range (3-30 Hz) in relation to the maintenance of a conscious and integrated 

multisensory percept in an audio-visual oddball task with both congruent and incongruent 

(McGurk type) deviant audio-visual stimuli. As there is extensive data on the frequency-

dependent functional significance of oscillatory brain activity (Lopes da Silva et al. 1980; Arroyo 

et al. 1993; Klimesch 1996, 1999; Pfurtscheller et al. 1996; Bullock 1997; Doppelmayr et al. 

1998; Basar 1999; Pulvermuller et al. 1999; Basar et al. 2001a,b,c; to mention just a few), a 

frequency domain approach should reveal which types of brain functions are involved in the 

maintenance of an audio-visual integrative percept. It is of further interest whether any 

typical/steady composition of brain oscillatory patterns induced by an acoustic, visual and audio-

visual stimulation exist and which frequencies are included in these patterns. The exact 

compositions of brain oscillations were assessed here by a probability-classification analysis of 
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the short-term MEG spectral patterns (suggested by Kaplan et al. 1999; details see in Fingelkurts 

et al. 2003a) in the totality of post-stimulus intervals categorized with respect to the preceding 

stimulus. Supposing that brain oscillations induced by the same stimulus events are systematic 

and that unspecific/unconscious neurophysiologic processes that take place in the same time 

window are random during each trial and between the subjects, then we would estimate mostly the 

dependence of the probability of occurrence of induced spectral patterns (SPs) of a particular type, 

which reflect ‘internal’ events (sensory percepts) on repetitive ‘external’ events – such as the 

presentation of a stimulus. By not averaging the post-stimulus intervals, we were able to examine 

in detail the actual composition of brain oscillations in association with the maintaining of a 

multimodal percept (for discussion on the problems of averaging techniques see Laskaris and 

Ioannides 2001; Fingelkurts et al. 2002). The experiment was conducted in the audio-visual, 

visual and auditory stimulus modalities. The mismatch fields (Möttönen et al. 2002) and cortical 

operational synchrony (Fingelkurts et al. 2003c) analyzed from the same data have already been 

published. The present study substantially extends the previous two in that: (a) in contrast to the 

work of Möttönen et al. (2002), the present study examines post-stimulus MEG intervals (free 

from the direct influences of event-related potentials/fields (ERP/ERF)) and focuses on induced 

long-latency (more than 400 ms) events which most likely reflect the maintenance of uni- and 

multimodally determined percepts; (b) by investigating the local processes in the brain cortex 

(analysis here was done separately for each MEG location), the present study adds to the work of 

Fingelkurts et al. (2003c) where the authors examined functional connectivity between different 

cortex locations during multimodal speech integration. 

 

2. Material and methods 
 
2.1. Subjects 

 

Ten Finnish-speaking volunteering subjects (three females, one left-handed, mean age: 

28±5.1) participated in the experiment. All subjects had normal hearing and vision (self-reported). 

The data from one male subject was excluded from further analysis because of extensive artefacts 

in the recordings. Two subjects did not have the McGurk effect and these were also omitted from 

further analyses. Seven subjects had the McGurk illusion. These seven subjects (mean age: 
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29±5.3) also participated in the visual experiment and three of them (mean age: 26±3.2) 

participated in the auditory experiment. 

 

2.2. Stimuli 

 

Meaningless disyllables (vowel-consonant-vowel) uttered by a female Finnish speaker were 

recorded in a chamber with a professional video camera. The speaker was requested to maintain 

the same intonation, tempo, and vocal intensity whilst producing the sounds and was also told to 

avoid blinking during her articulation. The speaker was recorded with lights focused on her face 

such that minimal shadowing occurred. In the recorded image, the speaker’s entire head was 

visible against a black background. Visual clips (frame rate 25 Hz) and sound files (digitized at 22 

050 Hz) were extracted from the digital video for each stimulus utterance (“ipi”, “iti”, and “ivi”). 

The visual utterances were about 800 ms in length. The duration of the acoustic /ipi/ was 588 ms 

and that of the acoustic /iti/ was 581 ms. The action of opening the mouth in the visual /ipi/ and 

/iti/ stimuli began 230 ms prior to the acoustic utterance onset, when presented together. The total 

lengths of acoustic and visual stimulus files were 1640 ms including the periods of silence where 

the face had a closed mouth before and after the utterances. The periods of silence where the 

mouth of the face was closed after stimulus offset and before the onset of the following stimulus 

comprised the inter-stimulus interval (880 ms). The audio-visual experiment included four 

stimuli: congruent “ipi” (auditory /ipi/ + visual /ipi/), congruent “iti” (auditory /iti/ + visual /iti/), 

incongruent “iti” (auditory /ipi/ + visual /iti/) and congruent “ivi” (auditory /ivi/ + visual /ivi/). 

The visual experiment contained only the visual parts of these stimuli and the auditory experiment 

contained only the auditory parts. 

 

2.3. Stimuli Presentation 

 

The stimulus sequences were presented to the subjects using the “Presentation” software 

(Neurobehavioral Systems, Inc, 2001). The audio-visual stimuli consisted of frequent (p = 0.85) 

congruent “ipi” stimuli (standards) and infrequent deviant congruent (p = 0.05) and incongruent 

(p = 0.05) “iti” stimuli. Deviant congruent “ivi” stimuli were presented as targets (p = 0.05) which 
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the subjects were instructed to count silently during the registration in order to check that the 

subjects were consciously paying attention to the stimuli. The auditory stimuli were delivered 

binaurally to the subjects through plastic tubes and earpieces. The intensity of the sound was 

adjusted to 55 dB above the subject’s hearing threshold (defined for the audio-visual stimulus 

sequence). The visual stimuli were projected into the measurement room through a data projector. 

The height of the face stimulus was 12 cm and projected at a distance of 105 cm from the subject. 

In the unimodal-stimuli audio-only and visual-only experiments, the visual stimuli and the 

audio stimuli respectively were not presented. However, these experiments were in all other 

aspects identical to the audio-visual experiment. 

 

2.4. Procedure 

 

The audio-visual experiment consisted of 3-4 sessions, each lasting between 15-20 minutes. 

The subjects were instructed to concentrate on the stimuli and silently count the number of “ivi” 

utterances. After each session the subjects were asked to report their counting. This procedure 

ensured that the subjects followed the instructions correctly. In order to assess how the subjects 

perceived the incongruent audio-visual (McGurk-type) utterances, a behavioural test was carried 

out during one of the breaks between the experimental sessions. In this test a sequence consisting 

of 12 incongruent deviants, 6 congruent deviants, 12 targets and 94 standards was presented. The 

subjects were instructed to repeat each utterance aloud immediately after identifying what they 

heard. The experimenter wrote down the responses. All subjects identified perfectly the congruent 

deviants, standards and targets. Seven subjects perceived the incongruent deviants always as “iti” 

(demonstrating that these subjects had the McGurk effect). These subjects could not distinguish 

the congruent “iti” (auditory /iti/ + visual /iti/) from the incongruent “iti” (auditory /ipi/ + visual 

/iti/) stimuli, thus proving the presence of two subjectively identical mental percepts of two 

different stimuli. Two subjects reported frequently hearing “ipi”, when incongruent deviants were 

presented (demonstrating that these subjects did not have the McGurk effect). These two subjects 

were excluded from the study. 

The visual and auditory experiment consisted of two sessions each lasting 15-20 minutes. The 

task was to count silently “ivi” utterances and to report their counting after each session. There 
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was always an interval of at least one week between the audio-visual, visual and auditory 

experiments. The order of these experiments was counterbalanced across subjects. 

 

2.5. MEG recording 

 

The magnetoencephalogram (MEG) was recorded continuously in a magnetically shielded 

room with a 306-channel whole-head device (Neuromag Vectorview, Helsinki, Finland). The 

device has two sensor elements; two orthogonal planar gradiometers and one magnetometer.  

The data was digitized at 300 Hz. The passband of the MEG recordings was 0.06-100 Hz. 

Approximately 100 responses from the subjects to each deviant stimulus and approximately 2000 

responses to the standard stimuli were collected. Neuromagnetic activity was recorded 

continuously and stored on an optical disc for later analysis off-line. Epochs containing artefacts 

due to eye blinks, significant muscle activity, or movements were automatically rejected. The 

presence of an adequate signal was determined by visually checking each raw signal on the 

computer screen after automatic artefact rejection. 

 

2.6. Data processing 

 

We examined the post-stimulus MEG data (still face, no sound) extracted shortly (40 ms) after 

the stimulus offset. This 40 ms delay enabled us to exclude any possible evoked response, which 

can be triggered by the offset of the stimulus. Hence, the extracted post-stimulus intervals were 

not influenced by any artifact from the stimulus-events themselves. By analyzing the event-related 

field (ERF) (Möttönen et al. 2002) and event-related (de)synchronization (ERD/ERS) (Krause et 

al. 2001) using the same data, it was demonstrated that the majority of MEG changes associated 

with ERF and ERD/ERS were completed around 400 ms after the stimulus onset, meaning that 

they were completed by the time the post-stimulus intervals in the present study were extracted. A 

procedure was applied to “cut” 840 ms data segments in order to extract data categorized with 

respect to the preceding stimulus (belonging to post-standard, or post-deviant-congruent, or post-

deviant-incongruent intervals). Thereafter, the data-segments for each stimulus type were “glued” 

together (Fig. 1). 
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Fig. 1. The scheme of the data processing. Extractions of the corresponding 
post-stimulus intervals (still face, no sound) were done shortly (40 ms) after 
stimulus offset. SP – spectral pattern, PCP – the probability classification 
profile, PSI – post-stimulus interval, S – standard stimuli, C – deviant-
congruent stimuli, I – deviant-incongruent stimuli. 

 

Applying this procedure resulted in a sequence of concatenated MEG data, sorted stimulus-

wise. Short-term non-stationarities in the neighbourhood of the connection points were eliminated 

by searching for identical groups of data-points (typically three or four) in each data set, and 

'stitching' the two data sets together at these points. A forty millisecond delay for the post-stimulus 

MEG data extraction (see above) enabled us to search for match data-points.  

As a result, the complete MEG data-streams were split into three distinct segments for audio-

visual (AV) conditions: AV(S) for standard stimuli, AV(C) for deviant congruents, and AV(I) for 

deviant incongruents; and into two distinct segments for auditory (A) and visual (V) conditions: 

A(S), V(S) for standard stimuli, A(D), V(D) for deviant stimuli respectively. 

Due to the technical requirements of the tools later used to process the data, with a converted 

sampling rate of 128 Hz, 64 MEG locations (Fig. 2, A) were analyzed which roughly correspond 
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to the standard EEG sites (extended EEG 10-20 International system, Nuwer et al., 1998): AF7/8, 

AF3/4 (4 MEG locations), AFz, F9/10, F7/8, Fz, F5/6, F3/4, FT9/10, FT7/8, FC5/6, FC3/4, T5/6 (4 MEG 

locations), T3/4 (4 MEG locations), CP5/6, CP3/4, CP1/2, CPz (2 MEG locations), C5/6, Cz (2 MEG 

locations), C3/4, C1/2, Pz (2 MEG locations), P5/6, P3/4, P1/2, Oz (2 MEG locations), O1/2 (6 MEG 

locations). One may think that selection of a subset of the MEG locations, which are equivalent to 

the EEG 10-20 montage, would be a source of error because such an approach does not take into 

account variances in head sizes. This is unlikely because the inter-individual variability of the 

results obtained (see below) was very low. 
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Fig. 2. (A) Positions of MEG sensors on the head surface with corresponding EEG labels 
(extended 10-20 International system). (B) Example of the probability classification profiles 
for MEG 2423/2422 location (corresponds to T6 in EEG).  
AV(S) – audio-visual standard stimuli; AV(C) – audio-visual deviant-congruent stimuli; AV(I) – 
audio-visual deviant-incongruent stimuli. For (B): The X-axis displays the labels (numbers) of 
spectral pattern types from 1 to 32 and their main frequency peaks. The Y-axis displays the share 
of the corresponding spectral patterns in the percentage from the total number of the classified 
spectral patterns. A line graphic was chosen instead of a bar for the ease of comparison. (Note that 
X-axis consists of 32 discrete values, all the in-between values are meaningless).  

 

Prior to the spectral analysis, each MEG data sequence (corresponding to different stimulus 

conditions) was bandpass filtered in the 3-30 frequency range. This frequency range was chosen 

because approximately 98% of spectral power lies within it (Thatcher, 2001) and it has been 

demonstrated that brain oscillations within this frequency range might respond to the perception 

of audio-visual information (Sakowitz et al. 2000; Krause et al. 2001). Since inter-stimulus 

intervals in the present study were constant, high-pass filtering the data with a 3 Hz cut-off 

frequency was chosen to reduce the amplitudes of possible anticipatory potentials (Teder-Sälejårvi 

et al. 2002). The gamma frequency range was not included in the analysis because the pilot study 

of the same data (Krause et al. 2001) in which a wide range 0.3-45 Hz frequency was analyzed, 

did not reveal any changes in the gamma frequency band. 

Thereafter, the individual power spectra were calculated in the range of 3-30 Hz with a 0.5 Hz 

resolution (55 values), using FFT with a 2-sec Hanning window shifted by 50 samples (0.39 s) for 

each of the two gradiometers (Fig. 1). These values proved the most effective for revealing 

oscillatory patterns from the signal based on previous studies (Levy 1987; Kaplan 1998, for 

details, see Fingelkurts et al. 2006b). A sliding spectral analysis is adequate for the purpose of the 

present study since the focus of our interest has not been the characterization of each individual 

post-stimulus interval separately but rather the search for actual brain oscillations in the totality of 

the post-stimulus intervals. In other words, it was important to assess the general statistical 

regularities (in SP description) for the totality of post-stimulus intervals categorized with respect 

to the preceding stimulus. Additionally, sliding spectral analysis (1) reduces the random error of 

the mean, (2) increases the effective number of degrees of freedom, and (3) improves the 

statistical confidence in the results (Muller 1993; Riley 2003), and enabled us not to lose 

information from the residual oscillatory activity. Each SP from the sequence of SPs for one 
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gradiometer was averaged with the corresponding SP from the sequence of SPs for another 

gradiometer. These averaged SPs formed the multitude of objects for further classification 

procedure. 

The composition of brain oscillations (in terms of EEG SPs) for each type of post-stimulus 

interval sequence (AV(S), AV(C), AV(I), A(S), A(D), V(S), V(D)) was estimated using a 

probability-classification analysis of the short-term MEG SPs (SPclass tool, see Fingelkurts et al. 

2006c). Considering that a detailed description of this analysis has already been published 

elsewhere (Fingelkurts et al. 2003a), we are highlighting here only the most important steps. In 

short, this analysis was undertaken in two stages (Fig. 1).  

During the first stage, sequential single MEG SPs were adaptively classified in each MEG 

location for each subject separately using a set of standard SPs (which were generated from the 

data itself) (Fingelkurts et al. 2003a). As a result of the adaptive classification technique, each 

current SP was labeled according to the index of the class to which it belonged. Hence, each EEG 

signal was reduced to a sequence of individually classified SPs.  

Since the length of the signal is not equal between conditions (oddball paradigm), data 

processing was performed separately for each 1-min portion of the signal, thus avoiding any 

possible bias towards representing SPs for the standard stimuli. In such way, at the second stage, 

the probability classification profile (PCP) of SPs for each location of 1-min MEG in each subject 

and for each type of post-stimulus interval was calculated (Fig. 1; see also Fig. 2 B). This index 

was calculated by taking the relative number of cases of an SP type as a percentage of the total 

amount of all SPs within each MEG location - presented as the histogram of the relative presence 

of each SP type (Fingelkurts et al. 2003a). It has been demonstrated in previous studies that PCP 

is highly stable over time (Fingelkurts et al. 2006a) and provides an adequate and detailed 

description of electromagnetic brain activity (Kaplan et al. 1999; Fingelkurts et al. 2003a,b; 

2006b). 

Analyzing the coefficient of variability (CV = standard deviation / Mean) of PCPs within each 

subject separately for each type of post-stimulus interval and MEG location demonstrated a very 

high stability of PCPs (CV = 0.0-0.6 for different MEG locations). Since the inter-individual 

variability of PCPs was also very low (r = 0.70-0.98 for different subject’s pairs), PCPs for each 

type of post-stimulus interval sequence were averaged across 213 (for AV(S)), 9 (for AV(C)), 9 
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(for AV(I)), 64 (for A(S)), 5 (for A(D)), 85 (for V(S)), and 6 (for V(D)) 1-min MEG signals 

separately for each location. It was expected that these PCPs would make it possible to illustrate 

in detail (in SP description) the composition of brain oscillations for the totality of the post-

stimulus intervals, categorized according to the preceding stimulus. We studied the behavior of 

each type of spectral patterns separately and did not make any conclusions per se about any 

differences between PCPs.  

In order to reveal any statistically significant differences in the relative presence of each SP 

type in PCPs between certain conditions, the Wilcoxon test was applied separately for each type 

of SPs present in the PCPs. Statistical significance was assumed where P < 0.05 (only statistically 

significant values are displayed). Since we intended to assess each variable in its own right, no 

Bonferroni correction was applied (for the problems associated with Bonferroni adjustments, see 

Perneger 1998). The decision not to make adjustments for multiple comparisons will lead to fewer 

errors of interpretation when the data under evaluation are not random numbers but actual 

observations of nature (Rothman 1990). The consistency and reproducibility of the results in the 

present study (results were reproduced for each subject, see above) demonstrate that the results 

obtained cannot be occasional because “…by definition chance findings do not replicate” (Duffy 

et al. 1994, p. XI). At the same time, in the case when pair test was applied between groups 

AV(S), AV(C), AV(I), A(S), A(D), V(S), and V(D), a Bonferroni correction was made. Pcorrected is 

the value required to keep the number of false positives at P = 5% (only statistically significant P-

values are displayed). 

 

3. Results 
 
3.1. General characteristics of the probability classification profiles 
 

Each PCP portrays the brain oscillatory patterns (in SP description), induced by particular 

stimuli in a particular MEG location. It should be noted that short-term power SPs were calculated 

for a range of 3-30 Hz (see Methods section), so the range of the brain oscillatory patterns was 

within the limits of this frequency.  

Different percentages for different SP types, mapped in PCPs, characterize the probability of 

particular brain oscillations occurring and/or their representation in the totality of the post-
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stimulus intervals, categorized with respect to the preceding stimulus. All SP types for each PCP 

were divided into three groups: I group - consists of SP types, each representing more than 15% of 

the totality of the post-stimulus intervals; II group - includes SP types, each representing between 

5 and 15% of the totality of the post-stimulus intervals; and III group - comprises SP types each 

representing between 1 and 5 % of the totality of the post-stimulus intervals (Fig. 2, B). Only SP 

types from groups I and II will be included in further analyses, as the SP types which all together 

characterized the majority of the totality of the post-stimulus intervals.  

Analysis of the PCPs demonstrated that brain oscillatory patterns induced by the stimuli could 

be categorized into a limited number of SP types: from 6 to 15 for different MEG locations. 

Different SP types had different importance for the brain when presented with the same and 

different stimuli. Thus, several SP types (up to 5) were the most probable when a particular type 

of the stimuli (Fig. 2, B) was presented. The most probable SP types are interpreted as the most 

“preferred oscillations” of the brain when responding to stimulus. They were estimated as the 

main/dominant SP-peaks in the PCP (Fingelkurts et al. 2003b, see also Barry et al. 2006). 

 

 

3.2. The most probable spectral patterns for different types of stimulation 

  

3.2.1. Audio-visual modality  

Figure 3 illustrates the most probable SP types for the three types of audio-visual stimuli 

(AV(S), AV(C), and AV(I)). It can be seen that the sets of SP types for these stimuli did not vary 

significantly: the majority of the SP types were the same for all stimulus types (Fig. 3 A). 

However, the standard stimuli induced SP10 (with the main peaks at 9.5 and 12.5 Hz) in addition 

to the other SP types which were common across all three stimulus types. Whereas, the deviant 

(congruent and incongruent) stimuli induced SP14 (4 and 20.5 Hz) and SP22 (4, 9.5 and 20.5 Hz). 
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Fig. 3. (A) Sets of spectral pattern (SP) types each of which characterized more than 15% and/or 
5-15% of the post-stimulus intervals for audio-visual standard (AV(S)), audio-visual deviant-
congruent (AV(C)) and audio-visual deviant-incongruent (AV(I)) stimuli and were present in the 
PCPs for not less than 6 MEG locations (~ 10% of all MEG locations). (B) Represents main 
frequency peaks and rhythm’s patterns for corresponding SP types presented at (A). 
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Although the majority of the SP types were the same for all three types of stimuli, the 

probability of their occurring in the totality of post-stimulus intervals for different stimuli differed 

(Table 1). The probability of the occurrence of SP1 (4 Hz), SP20 (4, 5.5 and 10 Hz), SP14 (4 and 

20.5 Hz) and SP22 (4, 9.5 and 20.5 Hz) was significantly higher for the deviant stimuli (both 

congruent and incongruent) when compared with standard stimuli (P<0.007-P<0.00001 for 

different MEG locations). At the same time, the probability of SP18 (7 and 10.5 Hz) and SP24 (5, 

9 and 11 Hz) occurring was significantly lower for the deviant stimuli (both congruent and 

incongruent) when compared with standard stimuli (P<0.007-P<0.0001 for different MEG 

locations) (Table 1). This effect was observed for 50-85% (for different SP types) of MEG 

locations (Fig. 4). 

 

Table 1. Spectral patterns (SP) which showed changes in the probability index for audio-visual 
deviant (D) (both congruent and incongruent) stimulation when compared with audio-visual 
standard (S) stimulation. Data averaged across all subjects and represent the effect in 50-85% 
(for different SP types) of MEG locations. 

 
SP type Main peaks 

(Hz) 
Rhythm patterns S vs D 

 
Significance 

1 4 theta < p<0.007-p<0.00001 
20 4-5.5-10 theta1-theta2–alpha < p<0.007-p<0.00001 
14 4-20.5 theta–beta < p<0.007-p<0.00001 
22 4-9.5-20.5 theta–alpha–beta < p<0.007-p<0.00001 

     a 
 

18 7-10.5 alpha1-alpha2 > p<0.007-p<0.0001 
24 5-9-11 theta–alpha1-alpha2 > p<0.007-p<0.0001 

     b 
 

Although this effect was common to both AV(C) and AV(I) stimuli, the probability index 

wasn’t the same for these two deviant stimulus types (not shown). The probability of each of the 

SP types (shown in the Table 1) occurring was significantly higher for the deviant-incongruent 

stimuli compared to a deviant-congruent one relative to the standard stimuli: AV(S) < AV(C) < 

AV(I) (P<0.007-P<0.00001 for different SP types and MEG locations). For those SP types 

present during the deviant stimuli in which the probability index was significantly lower than for 

the standard stimuli, this index was significantly lower for the deviant-congruent stimuli than for 

deviant-incongruent: AV(S) > AV(I) > AV(C) (P<0.007-P<0.0001 for different SP types and 
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MEG locations). These results suggested that conflictual auditory and visual information of AV(I) 

stimuli elicited specific PCP (in terms of probability index) when compared with AV(C) stimuli. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The number of MEG locations (in percents, 100%  – 64 locations) which 
revealed changes in the probability index for particular spectral pattern (SP) types 
for audio-visual congruent (AV(C)) and audio-visual incongruent (AV(I)) stimuli 
when compared with audio-visual standard (AV(S)) stimuli.  
White colour – the number of locations, where there were no changes; gray colour – 
the number of locations, where the probability index for particular SP types during 
AV(C) and AV(I) stimulation was larger when compared with AV(S) stimulation; 
black colour – the number of locations, where the probability index for particular SP 
types during AV(C) and AV(I) stimulation was smaller when compared with AV(S) 
stimulation. 

 

3.2.2. Auditory and Visual Modalities  

 For the auditory and visual modalities, only standard and deviant stimuli were presented to the 

subjects. An entire comparison was made of SP sets for both modalities and all types of 

stimulation. In these modalities, the presence of SP1 (4 Hz), SP4 (4 and 6.5 Hz), SP18 (7 and 10.5 

Hz), and SP24 (5, 9 and 11 Hz) did not depend on the modality or stimulus type. SP7 (11.5 Hz) 

and SP20 (4, 5.5 and 10 Hz) were common to both of the modalities and to the majority of the 

stimuli, however, SP7 was not observed for V(D) stimuli and SP20 was not present during A(S) 

stimuli. In addition, SP10 (9.5 and 12.5 Hz) was the most probable SP only during the 
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presentation of the auditory deviant stimuli. SP14 (4 and 20.5 Hz) was present in auditory and 

visual deviant conditions while SP22 (4, 9.5 and 20.5 Hz) was only present in A(D) condition. At 

the same time, there were a few SPs which were specific to each of the modalities. Thus, SP2 (5.5 

Hz) was presented only during the presentation of V(D) stimuli and SP12 (28.5 Hz) and SP13 (4 

and 9 Hz) were found only for A(D) stimuli. 

 

3.2.3. Comparative analysis of Audio-Visual, Auditory and Visual Modalities 

A comparative analysis of the probability of SP types occurring was undertaken separately for 

each MEG location for the following combinations – modality(stimulus type): A(S) x A(D), V(S) 

x V(D), AV(C) x A(D), AV(C) x V(D), A(D) x V(D), AV(I) x A(D), AV(I) x V(D), AV(S) x 

A(S), AV(S) x V(S), A(S) x V(S). [Comparisons AV(S) x AV(C), AV(S) x AV(I) and AV(C) x 

AV(I) were considered above (see section Audio-visual modality)]. The results of this analysis 

showed that the probability of SP types with mostly theta components occurring was the greatest 

for V(D) stimuli, lower for AV(C), AV(I) and V(S) stimuli, followed by AV(S) and A(D), and the 

lowest for A(S) stimuli (Pcorrected<0.007-Pcorrected<0.00001 for different MEG locations) (Table 2). 

SP types with mostly alpha components showed the opposite results in terms of the probability 

index (Pcorrected<0.007-Pcorrected<0.0001 for different MEG locations) (Table 2). Comparisons 

made revealed that the visual-modality had a significantly higher probability index for SP types 

with mostly theta components and a significantly lower probability index for SP types with alpha 

components when compared with the auditory-modality (Pcorrected<0.007-Pcorrected<0.0001 for 

different MEG locations). These effects were shown for 71% of the MEG locations.  

 

 

 

 

 

 

 

 

 

Table 2 
Comparisons of the probability index separately for spectral patterns (SP) with mostly theta and alpha components for different types 
of stimulation. Data averaged across all subjects and represent the effect in the majority of MEG locations. 
Bonferroni correction was used.

AV(S) < AV(C) < AV(I)
SPs with mostly theta components A(S) < A(D) V(S) < V(D)

p <0.007-0.00001 p <0.007-0.00001 p <0.007-0.00001 p <0.007-0.00001

AV(S) > AV(I) > AV(C)
SPs with mostly alpha components A(S) > A(D) V(S) > V(D)

p <0.007-0.0001 p <0.007-0.0001 p <0.007-0.0001 p <0.007-0.0001

AV(S) - audio-visual standard stimuli; V(S) – visual standard stimuli; A(S) – acoustic standard stimuli; AV(C) - audio-visual deviant-
congruent stimuli; AV(I) -  audio-visual deviant-incongruent stimuli; V(D) – visual deviant stimuli; A(D) – acoustic deviant stimuli.
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Moreover, six SP types (1, 4, 7, 14, 20 and 24) from each of the stimulus type SP sets revealed 

reciprocal behavior in the probability index for auditory and visual modalities when compared to 

any other modality(stimulus type). These SPs partially determined the opposite behavior of the 

probability index for auditory and visual modalities. 

Conventional ‘energetic’ estimation (mean spectral power) of the stimuli-related MEG SPs, 

averaged across all inter-stimulus intervals for each stimulus type separately, revealed similar 

effects in some MEG locations (central and temporal areas) but they did not reach statistical 

significance due to the very high variability of the SPs (see Fig. 5). 
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Fig. 5. Example of conventional mean power spectra of the stimuli-related spectral patterns 
averaged across all inter-stimulus intervals for each stimulus type separately for MEG 2423/2422 
(T6) (probability-classification profiles for this location are presented at Fig.2.B). 
AV(S) – audio-visual standard stimuli; AV(C) – audio-visual deviant-congruent stimuli; AV(I) – 
audio-visual deviant-incongruent stimuli; A(S) – auditory standard stimuli; A(D) auditory deviant 
stimuli; V(S) – visual standard stimuli; V(D) – visual deviant stimuli. The gray areas encompass 
variability of the spectral patterns measured as a standard deviation of the mean. 
 
 
 
4. Discussion  
 
4.1. Methodological aspects 
 

In attempting to answer the question of how an integrated sensory percept is represented 

throughout the cortex and which brain oscillations are involved in its maintenance, we focused on 

brain oscillations within the 3-30 Hz range. The usage of sliding spectral analysis on the basis of 

Short-Time FFT (see parameters at Methods section) enabled us to achieve a reasonable time-

frequency resolution along all frequencies studied and to obtain an exact view of the contribution 

of frequency components to probability classification profiles. Time-frequency representation 

analysis (TFR) cannot be used for the purpose of the present study since no algorithm for 

classification of the individual TFR-maps exists at the moment, and the creation of such an 

algorithm would not be an inconsiderable undertaking. By means of a probability-classification 

technique, based on estimating the relative presence of SP types in the totality of post-stimulus 

intervals, we assessed ‘internal’ events as the probability of brain oscillatory patterns induced by 

AV, V and A stimuli. Supposing (a) that long-lasting brain oscillations induced by the same 

stimulus events are systematic and (b) that unspecific neurophysiologic processes that take place 

in the same time window are random during each trial, we believe that the post-stimulus intervals 

selected for the analysis most likely reflect a maintained final, multimodally determined conscious 

percept (see Introduction). Being a complex neurophysiological state, maintenance of percept 

involves some cognitive aspects of stimulus processing, such as attention, encoding, and sensory 

short-term memory (see reviews Mesulam 1998; Näätänen and Winkler 1999; see also Basar et al. 

2004). 

In the present pilot study, all subjects demonstrated very similar spectral pattern variability (in 

terms of PCPs, r = 0.70-0.98 for different subject pairs) for a particular experimental condition (V, 
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A or AV stimulation). In another words, the composition and percent ratio of SP types in PCPs 

were very similar among the subjects. This can be explained by the fact that the task itself and 

subject’s focused attention by their very nature reduced any variability in the functional states of 

the brain, and thereby in MEG characteristics (McEvoy et al. 2000). 

 

4.2. The probability of occurrence of spectral patterns induced by uni- and bimodal stimulation 

 

The PCPs obtained for all MEG locations during A, V, and AV stimulation revealed the 

complicated structure of brain magnetic oscillatory responses at different frequencies. Thus, 

several peaks in PCPs (see Fig. 2.B) reflect the fact that oscillatory MEG responses from different 

frequency bands (independent of modality) are generated after the external stimulation. This 

finding is consistent with previous publications (Stampfer and Basar 1985; Basar 1999; Karakas et 

al. 2000). Brain oscillatory pattern types irrespective of modality (AV, A, V) and stimulus type (S, 

D, C, I) were found in the present study. At the same time, the probability index of these SP types 

differed significantly for different modalities and stimulus types reflecting the variable but not 

random nature of brain oscillations (Fingelkurts et al. 2003b). The probability index in the present 

study reflects the chance of particular brain oscillations being elicited in the totality of post-

stimulus intervals categorized with respect to the preceding stimulus. Additionally, specific SP 

types for deviant (all modalities) and standard stimuli (AV modality) were found.  

Although the subjective/conscious mental percepts for AV(C) and AV(I) stimuli were the 

same, their neuronal representations differed significantly. Thus, the probability of SPs with 

mostly theta and beta1 components occurring was higher when the AV deviant (especially 

incongruent – the McGurk-type) stimuli were presented when compared with the AV standard 

stimuli: AV(S) < AV(C) < AV(I). Conversely, the probability of SPs with mostly alpha 

components occurring was higher when AV standard stimuli were presented when compared with 

the AV deviant stimuli (especially congruent): AV(S) > AV(I) > AV(C) (Table 1). It seems that 

congruent auditory information enhances alpha blockage elicited by the visual information. The 

same difference between standard and deviant stimuli was found for both A and V modalities. 

However, it was more pronounced during the presentation of V stimuli when compared with the 

stimulation in the AV and A modalities (Table 2). Such reciprocal relationships between theta and 
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alpha rhythms probably reflect the situation when standard and deviant stimuli triggered two 

different oscillatory generator systems (Klimesch 1996).  

It seems that V and A modalities are coordinated by different yet interrelated oscillatory 

networks: theta for auditory, and alpha for visual modalities (Table 2). These results support the 

fact of the existence of alpha blockade during visual stimulation. AV modality was driven by the 

combination of these two brain oscillations which demonstrated reciprocal relations with the 

domination of oscillatory behavior, typical for visual modality (Table 2). Thus, the probability 

index during audio-visual modality was medium when compared with only auditory and only 

visual stimulation: A<AV<V for SPs containing mostly theta components and A>AV>V for SPs 

containing mostly alpha components. These results are somewhat different from the findings in 

the work of Yordanova et al. (2002). They demonstrated a strong predominance of the relative 

theta power in each modality (A, V and AV). This difference from the results of the present study 

can be explained by the fact that Yordanova and colleagues used simple stimuli (tone bursts and 

rectangular light-stimuli) in a passive condition. Whereas, in the present study we used complex 

natural stimuli (a talking face) and a task which involved attention (see Material and methods). As 

a consequence, the overall picture of the frequency components involved and their interaction is 

more complicated in the present study.  

Additionally, stimulation with the deviant stimuli (all modalities except visual) revealed a 

beta1 (around 20 Hz) oscillatory contribution. Note that this oscillation never operated 

independently: it was always accompanied by theta and/or theta-alpha oscillations. Stimulation 

with A(D) stimuli was characterized by beta2 (around 28-29 Hz) oscillations mainly in the frontal 

locations.  

The majority of the most probable SP types contained two and/or three main frequency peaks. 

Thus, frequency components were generally non-independent. This supports the idea of the 

existence of dependent oscillatory generators (Bullock 1997). 

Below is a discussion of possible functions of the brain oscillations induced by uni- and 

bimodal stimulation.  

 

4.3. Functional interpretation of frequency components within spectral patterns induced by uni- 

and bimodal stimulation 
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4.3.1. Alpha oscillations 

It is well known that alpha is more than just a spontaneous rhythm (for functional correlates 

see, Basar et al. 2001a) and may be a prototype of the ‘building blocks’ (Lehmann 1989) which 

accompany psycho-physiological events. A decrease in the probability index for SPs containing 

mostly alpha components for deviant stimuli (all modalities) when compared with standard 

stimuli (all modalities) may indicate that perceptual processes and stimulus encoding have been 

activated, in the same way as Klimesch (1999) demonstrated for alpha rhythm desynchronization. 

It appears that the habituation processes (decreased reactivity) due to refractoriness of the 

neuronal circuits, responding to the frequent standard stimulus, was reflected in the large 

probability index for SPs with mostly alpha components. Moreover, SP10 containing frequencies 

from upper alpha (main peaks at 9.5 and 12.5 Hz) was found only for the standard stimuli (all 

modalities). Maintenance of infrequent deviant stimulus resulted in the activation of fresh afferent 

neuronal elements (Näätänen and Winkler 1999). This may have been reflected in the appearance 

of “new” brain oscillations: mostly theta and/or theta-beta (Table 1.a). The fact that the 

probability index of SPs containing components from low and upper alpha were affected 

(decreased) when deviant stimuli were presented may reflect the allocation of attention (low 

alpha) and task-specific cortical activation (upper alpha) (Pfurtscheller and Klimesch 1990) as 

well as the activation of two neuronal networks: the thalamo-cortical and cortical respectively 

(Lopes da Silva et al. 1980).  

It has been shown earlier that alpha activity decreases during selective attention (Steriade et 

al. 1990; Lopes da Silva 1991). The fact that the probability of alpha oscillations being elicited in 

the present study during the audio-visual stimulation was less than during the auditory and more 

than during the visual stimulations (A>AV>V) may suggest that the maintenance of audio-visual 

stimuli involves more focused attention than the maintenance of auditory stimuli, but still less 

than the maintenance of visual stimuli.  

 

4.3.2. Theta oscillations  

Activity in the theta band (in contrast to the alpha band) may be responsible for the encoding 

of new information and associated with short-term memory processes (Doppelmayr et al. 1998; 
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Klimesch 1999; for the review see, Schacter 1977) which are essential for the maintenance of the 

information. Reverting to the data outlined above on the probability index for SPs with mostly 

theta components this index was higher during the presentation of deviant stimuli (all modalities) 

when compared with standard stimuli (Tables 1.a, 2). All these SPs contained 4 Hz, and some of 

them had additional peaks at 5.5 Hz or 6.5 Hz. This suggests that a greater probability index for 

SPs with mostly theta components during deviants when compared with standards may also 

indicate that sensory short-term memory processes are active during the maintenance of the 

deviant percepts. This implies a process which detects the deviation with reference to the traces 

encoding the most recent history of the previous stimulation. Perhaps, data collected in the present 

study reflect a change-detection process based on the information stored in these traces.  

There is also the possibility that theta declines as tasks become more familiar/easier (Gundel 

and Wilson 1992). This may explain the fact that the probability index of SPs with mostly theta 

components for AV(S), A(S), V(S) (familiar events) was less than for AV(C, I), A(D), V(D) 

(novel events) (Table 2). We assume that attention may contribute to this difference. According to 

recent theories of automaticity, performance of a new task is based on a general algorithm for 

solving the problems of the task and attends to the various steps of this algorithm, whereas 

automatic performance is based on single-step, direct-access retrieval of past solutions from 

memory, thus attending to the solutions that memory presents (for a review, see Logan 1992). 

AV-deviant stimuli consist of auditory and visual components and it has been shown that attention 

plays a different role in the processing of acoustic and visual information (Treisman and Sato 

1990; Näätänen and Winkler 1999). An involuntary diversion of the subject’s attention away from 

the primary task, apparently caused by the neuronal-mismatch response elicited by the acoustic 

deviant stimuli, has been clearly demonstrated (Näätänen and Winkler 1999). Feature integration 

forming unitary auditory perceptual events most likely occurs with the participation of an 

involuntary shifting of the subject’s attention. In other words, attention can be attracted 

automatically. 

Perceptual stimulus formation in visual-modality has an important difference from auditory-

modality (Treisman and Sato 1990). According to Treisman’s theory, separable visual features are 

registered independently and in parallel, i.e. automatically, but focused attention is needed to 

combine accurately the features of a complex stimulus. Further support for this theory can be 
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found in a recent review (Kanwisher and Wojciulik 2000) which emphasizes that the processing 

of visual information depends critically on attention.  

Obviously, these peculiarities in the processing of acoustic and visual information should 

merge during an audio-visual stimulation, which was notably revealed in the present study (Table 

2; see SPs containing mostly theta components). The probability index of SPs with mostly theta 

components was greatest during the presentation of stimuli in visual-modality, the smallest in 

auditory-modality and moderate in audio-visual-modality (at the same time, AV(C) < AV(I)). 

This data may be associated with the fact that visual information has a significant and dominant 

influence on audio-visual information processing (Sams et al. 1991; Rosenblum and Saldana 

1996) and its maintenance. With attention as a necessary component for the accurate integration 

of stimulus features (for a review, see Kanwisher and Wojciulik 2000), visual modality 

involuntary attracts a subject’s attention making the visual component in audio-visual stimulus 

dominant. This idea is supported by a recent study (Tiippana et al. 2004) in which the authors 

studied the role of visual attention in audiovisual speech perception by measuring the McGurk 

effect. They demonstrated that visual attention strongly modulates audio-visual speech perception 

and suggested that attention is required to combine visual and auditory speech features: “If 

attention is disrupted, audiovisual integration is less efficient even though the processing of 

unisensory features remains intact” (Tiippana et al. 2004). The dominance of visual information 

may be explained also by the view that visual information is considered instructive in the 

formation of the sensory representations for the other modalities (Knudsen and Brainard 1995). 

The fact that the probability index for SPs containing mostly theta components was larger for 

deviant-incongruent (McGurk-type) stimuli when compared with deviant-congruent stimuli 

suggests that the maintenance of incongruent stimulus (more difficult task) requires the allocation 

of more attentional resources than the congruent one (more simple task) (Gundel and Wilson 

1992).  

One counterargument to our interpretation can be derived from the recent study by Colin et al. 

(2002) which measured the mismatch negativity (MMN) attributed to the auditory illusion 

produced by McGurk stimuli. They suggested that audio-visual integration occurs pre-attentively. 

However, it is unclear whether the MMN correlates observed by Colin et al. were produced by the 

consequences of audio-visual integration or directly by the consequences of a discrepancy 
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between the auditory and the visual stimuli. Soto-Faraco et al. (2004) have reported on a series of 

experiments designed to assess directly the automatic nature of integration during the McGurk 

effect. Their results support the hypothesis that the McGurk illusion occurred automatically. 

However, according to recent theories of automaticity, automatic does not mean attention-free 

(see above, and Logan 1992). Thus, a recent review of available literature (Calvert and Thesen 

2004) suggests that involuntary shifts in attention may arise as a consequence of multisensory 

integration and that some of the attentional mechanisms may influence the integration and 

maintenance of multisensory cues. This view supports our data and interpretation. The “fresh” 

study of Alsius et al. (2005) in which the authors demonstrated that in contrast to the assumption 

that multimodal speech integration is automatic, these multisensory binding processes are subject 

to attentional demands, is also consistent with our discussion. 

 

4.3.3. Beta oscillations 

SP14 (main peaks at 4 and 20.5 Hz) (regardless of modality) and SP22 (4, 9.5 and 20.5 Hz) 

(except visual-modality, most likely because of alpha component) which were specific for the 

deviant stimulus were found in the present study. Both of these SPs were characterized by a beta 

component. It is interesting to note that the probability index of these SPs was the largest for 

deviant-incongruent stimuli (McGurk-type). It is known that beta rhythm synchronizes after 

finger, arm, foot (Pfurtscheller et al. 1996), mouth (Salmelin et al. 1995) and face (Arroyo et al. 

1993) movement, as well as after imagined movement (Neuper and Pfurtscheller 1999). 

Oscillations ~20 Hz are usually considered harmonic with the mu rhythm, acting in the same way 

as ~10 Hz frequency for the mu rhythm, and being strictly localized (Hari and Salenius 1999). 

However, our data on SPs containing ~20 Hz revealed differences from these mu rhythm 

properties at 20 Hz.  

Thus, it was shown in the present study that the probability index for SPs containing 20.5 Hz 

always ‘behaved’ in the opposite way to the probability index of SPs containing 10 Hz (and/or 

other alpha components). The frequency components of SPs 14 and 22 reveal that they represent 

separate rhythms, (albeit highly functionally interconnected ones, i.e. always occurring together), 

rather than harmonically related frequencies. These SPs were found for the majority of MEG 

locations (up to 63% for different SPs and stimulus types, Fig. 4). Note also that SPs with a 20.5 



 27

Hz component weren’t detected for standard stimuli (standard stimuli except for the auditory-

modality contain lips movement). Hence, all these peculiarities of the 20.5 Hz component for SPs 

14 and 22 suggest that the 20.5 Hz component found in the present study most likely represents a 

beta rhythm which is separate from the mu rhythm and that this beta rhythm is particularly 

important for the maintenance of a conscious audio-visual percept. This finding is consistent with 

the work of Krause et al. (2001) where the authors demonstrated that brain oscillations ~ 20 Hz 

(beta rhythm) responded to audio-visual speech information. 

Altogether our findings suggest that the maintenance of the audio-visual integrative percept as 

well as the maintenance of the percepts in auditory and visual modalities is accompanied by an 

interplay of several brain oscillations: alpha, theta and beta rhythms which have different 

functional operations (see also Basar et al. 2001a).  

 

4.4. Distributed oscillatory networks of brain oscillatory patterns induced by uni- and bimodal 

stimulation 

 

The main effect described above (Table 1, 2) was detected in the majority (up to 85%) of 

MEG locations. This may reflect the involvement of distributed neuronal networks in the 

maintenance of the auditory, visual and audio-visual percepts of talking face (Fig. 4). This finding 

is in line with those of Raij (1999) and Sakowitz et al. (2001), according to whom cortical 

activation following audio-visual stimuli involves the activation of multiple cortical regions. Also, 

it was shown that even simple visual stimuli activate a large number of distinct occipital, 

temporal, and parietal cortical areas (Felleman and Van Essen 1991). The existence of distributed 

alpha (for a review, see Basar et al. 2001a) and theta (Basar et al. 2001b) oscillatory networks has 

been well documented. Since the main effects described in the present paper have been observed 

in the majority of MEG locations and in connection with the maintenance of different types of 

stimuli, it would not be plausible to attribute our findings to one specific system. The distributed 

nature of the effects observed in the present study supports the idea that a cognitive function such 

as the maintenance of the integrative sensory percept is based on the extraordinary 

interconnectivity of the whole cortex (Tononi et al. 1998; Gazzaley et al. 2004; Fingelkurts and 

Fingelkurts, 2005) and is organized into parallel processing streams with complementary 
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properties (Grossberg 2000). Probably, these peculiarities provide conditions for the generation of 

a metastable multisensory scene (Fingelkurts et al. 2003c; for the review on brain metastability, 

see Fingelkurts and Fingelkurts 2004).  

Perhaps distributed theta, alpha and beta oscillatory systems observed in the present study act 

as resonant communication networks through large populations of neurons (for a review, see 

Basar et al. 2001a). These resonant communication networks (distributed oscillatory systems) may 

provide a general communication framework parallel to the morphology of distributed sensory 

networks (for a review, see Basar et al. 2001a). In other words, the temporal properties of cortical 

inputs could determine which resonant modes were activated, effectively specifying the spatial 

distribution of correlated neural activity throughout the brain (Fingelkurts et al. 2003c). The 

existence of distributed theta, alpha and beta oscillatory systems involved in maintaining the 

auditory, visual and audio-visual percepts which were found in the present study is consistent with 

the findings on functional synchronization between MEG locations analyzed from the same data 

earlier (Fingelkurts et al. 2003c). The authors demonstrated that audio-visual synthesis takes place 

within a distributed and dynamic cortical network with emergent and metastable properties, thus 

supporting a model of crossmodal integration suggested by Calvert (2001) and operational model 

suggested by Fingelkurts and Fingelkurts (2005, 2006). 

 

Due to the small number of subjects, the findings of this pilot study are preliminary and should 

be validated with a larger number of subjects. However, consistency and reproducibility of the 

results (the results were reproduced for each subject) demonstrate the reliability of the presented 

findings. Further experiments will be necessary to (a) distinguish task-specific processes 

(attention, encoding, and sensory short-term memory) which contribute to maintenance state and 

(b) determine both the sources of examined activity as well as its specific spatial properties. 

 

5. Conclusions 

 

To summarize, the probability-classification technique used in the present exploratory study 

illuminates the complexity of brain oscillatory processes underlying the maintenance of the 

auditory, visual and integrated audio-visual percepts. It was demonstrated that for all percept 
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modalities spectral pattern types were of varying significance: several spectral pattern types were 

more probable than others. The probability index was dependent on the type and the modality of 

the sensory percept.  

The data obtained in the present study suggests the existence of distributed oscillatory 

networks whilst auditory, visual and audio-visual percepts are maintained. Oscillations around 20 

Hz were characteristic for an integrated audio-visual percept. This indicates that the maintenance 

of a multisensory percept is not mediated by a unitary physiological mechanism but results from 

multiple neuronal operations and cannot be attributed to a separate individual brain area. 

Identifying the actual composition of brain oscillations has allowed us (a) to distinguish two 

subjectively and consciously identical mental percepts, and (b) to characterize the types of brain 

functions involved in maintenance of the multisensory percept.  

Maintenance of the integrated audio-visual percept was accompanied by a unique composition 

of distributed brain oscillations, typical for auditory and visual modalities; and the contribution of 

brain oscillations characteristic for visual modality was dominant.  
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