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Abstract  
Based on the theoretical analysis of self-consciousness concepts, we hypothesized that the spatio-
temporal pattern of functional connectivity within the default-mode network (DMN) should persist 
unchanged across a variety of different cognitive tasks or acts, thus being task-unrelated. This 
supposition is in contrast with current understanding that DMN activated when the subjects are 
resting and deactivated during any attention-demanding cognitive tasks. To test our proposal, we 
used, in retrospect, the results from our two early studies (Fingelkurts, 1998; Fingelkurts et al., 2003). 
In both studies for the majority of experimental trails we indeed found a constellation of operationally 
synchronized cortical areas (indexed as DMN) that was persistent across all studied experimental 
conditions in all subjects. Furthermore, we found three major elements comprising this DMN: two 
symmetrical occipito-parieto-temporal and one frontal spatio-temporal patterns. This new data 
directly supports the notion that DMN has a specific functional connotation – it provides 
neurophysiologic basis for self-processing operations, namely first-person perspective taking and an 
experience of agency. 
 
Key words: alpha rhythm, EEG, brain operations, metastability, neurophysiological pattern, resting 
state, default mode, synchronization, functional connectivity. 
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1. Introduction 

 

In the end of XXth and the beginning of new XXIst century a team of researchers from the 

Washington University and Mallinckrodt Institute of Radiology, using quantitative positron emission 

tomography (PET), discovered that in the cortex there are some areas which were activated when the 

subjects are resting and deactivated in a task-independent manner during any attention-demanding 

cognitive tasks (Shulman et al., 1997; Raichle, et al., 2001). Latter this consistent set of cortical areas 

was called a ‘Default-Mode Network’ (DMN) (Gusnard and Raichle, 2001). The name was used 

rather in a metaphorical sense, since to reveal the set of brain areas is not sufficient to prove whether 

the activated areas are actually functionally connected within an intrinsically correlated network. 

Direct evidence for temporal coherence of resting-state neural activity between regions in this 

hypothetical network was lacking. However, detection of temporal coherence in such a network 

would provide more direct evidence for the existence of a DMN, and generally enhance our 

understanding of neural activity of brain states. 

Recently, Greicius with colleagues (2003), using a functional connectivity MRI analysis, were 

the first to show that the default regions are indeed functionally connected1. Since then this result has 

been replicated multiple times (Fox et al., 2005; De Luca et al., 2006; Fair et al., 2008; van den 

Heuvel et al., 2008; Greicius et al., 2008, 2009; Uddin et al., 2009; Honey et al., 2009). Majority of 

these neuroimaging studies characterize the DMN as a homogenous single network; however, each 

brain area participating in the DMN may have different functional specialization, suggesting much 

greater heterogeneity within this network than it is commonly appreciated. Uddin with coauthors 

(2009) found that there is indeed some heterogeneity in the DMN; particularly this network consists 

of two relatively independent major nodes – frontal and parietal. Functional specialization of regions 

within DMN subsystems has been also documented by Spreng and Grady (2010). 

Patterns of functional connectivity in the brain (Friston et al., 1993) are believed to reflect the 

patterns of interaction between transient neuronal assemblies (Fingelkurts et al., 2005) and to be 

associated with attention, perception, cognition (Bressler, 1995; Gray and Singer, 1995; Varela et al., 

2001) and eventually with consciousness (Fingelkurts and Fingelkurts, 2001, 2005, 2006; Fingelkurts 

et al., 2009, 2010). In connection to this, there is healthy skepticism as to how closely functional 

connectivity with MRI estimates actual connectivity among neuronal assemblies (Maldjian, 2001). 

                                                 
1 As far as in 1998 Fingelkurts with coworkers observed the consistent functional connectivity between 
electroencephalographic (EEG) signals registered from the constellation of particular cortical areas (Fingelkurts, 1998), 
which later began to be known as the DMN. In that time the authors did not interpret this set of functionally connected 
cortical areas as DMN, since the concept was not yet been introduced. Several years after Fingelkurts with coworkers have 
found exactly the same set of functionally connected areas in another EEG study (Fingelkurts et al., 2003). 
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All hemodynamically based methods (PET, fMRI, and Optical Imaging) determine functional 

connectivity of neuronal assemblies indirectly by evaluating the correlation in hemodynamic activity 

between two regions. What is obtained is the information about how changes in such hemodynamic 

activity in one region are related to that in other regions (Horwitz et al., 1999). However, the common 

factor that underlies several types of functional brain imaging is the electric current of masses of 

dendrites, which can be measured directly by means of electroencephalography (EEG) (Freeman et 

al., 2009). In this context, brain functional connectivity is usually discussed in terms of how neural 

(EEG) activity in one brain area is related to neural (EEG) activity in other areas (Fingelkurts et al., 

2005). Such EEG based measures of brain synchrony have an advantage over hemodynamically 

based measures because they reflect a true functional connectivity between different neuronal 

assemblies (Fingelkurts and Fingelkurts, 2008). While there is some evidence that several different 

source configurations can generate the same distribution of potentials and electro-magnetic fields on 

the scalp (for a review see Fender, 1987), the converse is also valid: different scalp topographies of 

electro-magnetic fields must have been generated by different configurations of brain sources (Michel 

et al., 2004). Capitalizing on this fact, and as will be discussed further in detail below (see Section 

3.2), whether and when different neuronal populations are synchronized, could be identified by EEG 

functional connectivity measures sensitive to differences in scalp topographies (Fingelkurts et al., 

2005). 

In the present study we will formulate hypothesis (see Section 2) about EEG functional 

connectivity persistence within DMN along different conditions and will review the converging 

theoretical and experimental evidences to support it. To our knowledge at present there are no EEG 

studies of functional connectivity within DMN besides research of Fingelkurts et al. (Fingelkurts, 

1998; Fingelkurts et al., 2003) and the current study2. Such electrophysiological studies are critical to 

refute claims that DMN observations constitute an epiphenomenon not of neuronal origin (Birn et al., 

2008). Additionally they hold the potential to advance our understanding of the neural correlates and 

mechanisms of the DMN.  

Recently DMN attracted increased attention of many researchers and especially philosophers and 

psychologists, because it was suggested that this network may represent the neural correlate of the 

stream of consciousness (Mason et al., 2007). For the purposes of current study we need to have a 

closer look at the DMN role. What function do DMN subserves? 

 

                                                 
2 Sometimes the work of Chen at al. (2008) is cited as a reference of EEG functional connectivity in DMN. However, in 
that study authors did not study functional connectivity between different brain areas that may comprise the DMN, but 
rather they analyzed the correlation of distributed EEG field powers between different frequency bands.  
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2. Function(s) of DMN 

 

Initially some researchers associated this network with engaging in functionally important 

processing such as continuously monitoring the external world (Gusnard and Raichle, 2001). 

However, it may also make a vital contribution to the off-line processing of recent experiences and 

consolidation of memories: processing of internal signals such as monitoring one’s own mental state, 

or one’s intended speech and actions (Miall and Robertson, 2006; see also Gusnard and Raichle, 

2001). 

Nowadays researchers tend to associate this DMN either with the stimulus-independent thought, 

mind-wandering and the internal “narrative” (Gusnard et al., 2001; Mason et al., 2007), or with the 

“autobiographical” self (Gusnard et al., 2001; Buckner and Carroll, 2007), remembering one’s past 

and planning one’s future (Andrews-Hanna et al., 2010; Spreng and Grady, 2010), and “chronic” self-

evaluation (Beer, 2007), or even with “being a self,” or having self-consciousness (Vogeley et al., 

2004; Gusnard, 2005; Schilbach et al., 2008). However, this interpretation (especially latter ones) 

would “work” only if the DMN would persist all the time, at least during periods of wakefulness (and 

dreaming). At the same time, it is currently accepted that DMN deactivated each time when the 

subject is involved in attention-demanding cognitive tasks (Raichle, et al., 2001; Gusnard and 

Raichle, 2001). 

Self-consciousness has been defined as the implicit and explicit awareness of one’s own mental 

and/or bodily states (Newen and Vogeley, 2003); and it is difficult to imagine that in normal healthy 

humans there can be situation of losing this kind of awareness during wakefulness and also in the 

dream state (Windt and Metzinger, 2007). In its absence, our experience of ourselves and our world 

becomes kaleidoscopic and the whole life chaotic (Flanagan, 1995; Zahavi, 2002). Besides, if the 

‘being a self’ is supposed to be a primary function of DMN and if the DMN stops to be active during 

some periods of time (attention-demanding cognitive tasks), there would be no explanation for 

something about self-consciousness which has been clearly established. That is that the sense of 

‘being a self’ (probably in an implicit form) is active not only during resting wakefulness, but even 

during realization of any cognitive or other task, independently of its complexity (Sims, 2003; 

Trehub, 2007). Indeed, subject that experiences phenomenal self-consciousness always feels directly 

present in the center of an externalized multimodal perceptual reality (Revonsuo, 2006; Trehub, 

2007). This well known (from the first-person-perspective) fact would be then unexplainable if we 

accept that DMN transiently stops to exist functionally each time we are engaged in some activity.   
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Furthermore, it is suggested that apart from being a self ‘at a given moment’, being a self ‘across 

time’ might provide exactly those internal representations of self-awareness continuity, which allow 

the person subjectively experience the integrity of self-related mental states (Metzinger, 2003). So, in 

this perspective, and considering that the dynamic structure of cognition and even consciousness is 

instantiated in the dynamic structure of functionally connected brain network(s) (for the complete 

argumentation, see Fingelkurts et al., 2009, 2010), we hypothesize that the spatio-temporal pattern of 

functional connectivity within the DMN should persist unchanged across a variety of different 

cognitive and any other tasks or acts, thus being task-unrelated.  

Here we would like to clarify our position: we speak only about EEG functionally connected 

pattern of brain areas; the metabolically measured activity of these areas can be deactivated. Although 

it appears that there is a relationship between neuronal activity integrated over time and the amplitude 

of the hemodynamic response (Gratton et al., 2001), this relationship does not necessarily imply a 

close relationship between patterns of increased blood flow and electro-magnetic sources (Nunez and 

Silberstien, 2000). As reviewed by Gevins (2002), “whether synaptic activity is detectable at the scalp 

depends on the degree to which it is additive, which in turn requires that synapses be activated 

synchronously and that such synchronous activation occurs in a population of cells that has an 

architecture such that current flows summate rather than cancel and that has a geometric orientation 

that supports propagation to the scalp. Relative synchrony in activation does not necessarily imply a 

relative increase in metabolic activity, and metabolic intensity is not necessarily closely related to the 

presence or absence of laminar architecture or a suitable orientation”. The discrepancy between 

electrophysiological and metabolical methods was shown experimentally (Ullsperger and Debener, 

2010). For example, hypocarbia does not alterate the metabolic support, but task performance and 

electrical activity are altered (Halgren et al., 1977). Epileptic spikes in EEG which unequivocally 

represent an increase in synchronized neuronal activity can be associated with negative BOLD in the 

locus of the epileptic focus (Gotman, 2008; Vulliemoz et al., 2009). Further, it has been shown that 

BOLD effects associated with large vessels are not closely correlated with actual site of neuronal 

(electrical) activity (Ugurbil, 2002).   

It would be important to test our proposal and to analyze (i) whether the postulated network 

indeed exists persistently through the resting condition and externally cued cognitive tasks, (ii) which 

brain regions are linked in the network, and (iii) how this links are modulated during performance of 

cognitive tasks. 

To address these questions, we used, in retrospect, the results from our two earlier studies 

(Fingelkurts, 1998; Fingelkurts et al., 2003). Full details concerning the paradigm and data 

acquisition of each study can be found therein. We provide only the essential details here. 



 6

 

3. Methodological aspects 

 

We studied electroencephalograms (EEG) to examine brain functional connectivity in a group of 

12 Russian subjects during rest and visual working memory task (Fingelkurts, 1998) and in a group of 

9 Finnish subjects under rest and auditory working memory task (Fingelkurts et al., 2003). In both 

studies the working memory task has had several stages: (i) active waiting, (ii) stimulus presentation 

and memorizing, (iii) keeping the memorized image in a mind, and (iv) identification of the 

memorized image.  

In the Russian study (Fingelkurts, 1998) 16-channel EEGs were recorded for 12 healthy, right-

handed adult subjects (aged 19-26) during resting condition and the multistage visual memory task 

(waiting, memorizing of the actual visual matrix object, and retention of the perceptual visual image). 

The visual stimuli presented in front of the subjects to memorize were non-verbalisable matrices 

composed of nine square elements presented on a matrix screen. The combination of the squares was 

selected quasi-randomly and presented on the screen for 20-sec by lighting with bottom-mounted red 

light diodes. Raw EEG signals were recorded with a frequency band of 0.3-30 Hz. The impedance of 

recording electrodes was monitored for each subject and it was always below 5 kΩ. The presence of 

an adequate EEG signal was determined by visual inspection of the raw signal on the computer 

screen. Total number of EEGs (across all subjects) for resting conditions was 96 (for open and closed 

eyes separately); and total number of EEGs for the memory task was 288 (for each of three memory 

stages). 

In the Finnish study (Fingelkurts et al., 2003) 20-channel EEGs were recorded for 9 healthy, 

right-handed adult subjects (aged 20–29) during the modified Sternberg’s memory task. The memory 

set (encoding) consisted of four auditorily presented stimuli. The stimuli consisted of 24 auditory 

verbs (spoken with a female voice). A total of 192 four-verb memory sets were constructed such that 

each of the verbs had to occur with equal frequency and only once in the same memory set. In 50% of 

the cases, the frame set verb was among the previously presented four-stimulus block. In total, there 

were 192 trials, which were presented to the subjects in a pseudorandomized order. The experiment 

was designed in such a way that it was possible to test separately resting, waiting, encoding, keeping-

in-mind, and identification short-term periods of the memory task. Raw EEG signals were recorded 

with a frequency band of 0.3-70 Hz. The impedance of the recording electrodes was always below 5 

kΩ. The full EEG streams were split into 5 distinct segments: resting period, waiting period, encoding 

period, keeping-in-mind period, and identification period. 
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In both studies we then applied an Operational Architectonics (OA) methodology (Fingelkurts 

and Fingelkurts, 2001, 2008) to the alpha frequency band of the EEG in order to estimate the spatio-

temporal patterns of functionally connected cortical areas. The approach to study coordinated activity 

between different brain areas which we have used is very different from conventional methods (such 

as coherence, phase synchrony, and others; see Fingelkurts et al., 2005). It fits into a more general 

class of nonlinear interdependencies between dynamic systems, in which rapid transients in one 

system can be directly mapped to a second system. In general, this measure belongs to the class of 

methods estimating synchronization between non-identical (structurally nonequivalent) systems. The 

main benefit of this synchrony over the ones quantifying coherence, correlation, and phase 

synchronization is a conceptual one (Fingelkurts and Fingelkurts, 2001, 2004). Contrary to findings 

of previous EEG studies on functional connectivity, our measure is well suited to extract information 

about discrete operations of neuronal assemblies from EEG recordings and to estimate the level of 

inherent synchrony of these operations appearing simultaneously and locally in different cortical 

areas. It can therefore quantify a broader range of the coordination processes, especially metastable 

and non-static nonlinear phenomena (Fingelkurts et al., 2005; Fingelkurts and Fingelkurts, 2004, 

2008).  

The alpha frequency band (7-13 Hz) was chosen for the current study because it has been 

demonstrated that the DMN has significant positive correlation with alpha rhythm (Mantini et al., 

2007). Additionally, for the purpose of the present study it is important that alpha activity is expected 

to play the leading part in organization of conscious (specifically human) interactions with the 

environment (Knyazev, 2007). Furthermore, it has been estimated that 90% of people have alpha 

activity in resting but awake EEG and in 60% of people EEG alpha rhythm is dominant (Stern and 

Engel, 2005). Therefore, alpha activity is the most common component of the human brain’s 

electrical activity (Basar and Guntekin, 2006), which is highly correlated with mind wondering and 

spontaneous thoughts (Shaw, 2003). 

 

3.1. A brief introduction to Operational Architectonics (OA) methodology 

 

OA theory explores the temporal structure of information flow and the inter-area interactions 

within a network of dynamical, transient, and functional neuronal assemblies (which activity is 

“hidden” in the complex non-stationary structure of EEG signal; see Kaplan et al., 2005) by 

examining topographic rapid transition processes (on the millisecond scale) in local EEGs 

(Fingelkurts and Fingelkurts, 2001, 2005, 2008). The rapid transitional processes (RTPs) occurring in 

the amplitude of a continuous EEG activity mark the boundaries between quasi-stationary segments 
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for this activity. RTP is defined as an abrupt change in the analytical amplitude of the signal above a 

particular threshold established experimentally for each local EEG in modeling studies (see 

Fingelkurts and Fingelkurts, 2008). According to the OA framework each homogenous segment in 

EEG signal corresponds to a temporary stable microstate – an operation executed by a neuronal 

assembly (Fingelkurts and Fingelkurts, 2001, 2005). The transition from one segment to another 

reflects then the moment of abrupt switching from one neuronal assembly to another (see the example 

in Fingelkurts and Fingelkurts, 2008).  

The general statistical principles of the microstate segmentation have been described extensively 

elsewhere (Fingelkurts and Fingelkurts, 2001, 2005, 2008; Kaplan et al., 2005). Therefore, here we 

only provide a brief overview of this approach (see Fig. 1). The RTPseg toolkit (BM-Science, 

Finland) was used for automatic segmentation of the local EEG signals within the multichannel EEG 

record. This method is based on the automatic algorithm of moving double window screening along 

each separate EEG signal. The ongoing amplitude values in the test window are compared with 

amplitude values averaged in the level window (test window << level window). If, in accord with the 

given level of probability of false alert, the value averaged in the level window is exceeded by the 

highest among the test window value, the time point with the highest amplitude is considered as a 

preliminary RTP. In order to exclude false alerts caused by anomalous peaks in amplitude, another 

condition must be fulfilled: the statistically significant difference must be detected between an 

amplitude value averaged across five consecutive time points following the preliminary RTP and the 

amplitude value averaged across the level window. If these two criteria are met, the RTP is 

considered as actual (real). Thereafter, both windows are shifted from this RTP on one time-point, 

and the procedure is repeated until the whole sequence of statistically proven RTPs is determined 

(Fig.1; Fingelkurts and Fingelkurts, 2008). 

Temporal synchronization of multiple brain operations executed by different local and transient 

neuronal assemblies (operational synchrony) gives rise to a new level of brain abstractness – 

metastable brain states (Fingelkurts and Fingelkurts, 2001, 2005). These metastable brain states or 

functional Operational Modules (OMs) (Fig. 2B), as we name them, underlie the realization of brain 

complex macrooperations: cognitive percepts, phenomenal objects, and reflective thoughts within the 

operational space-time continuum (Fingelkurts and Fingelkurts, 2010). Each OM is metastable 

spatial-temporal pattern of brain activity, because the neuronal assemblies which constitute it produce 

different operations/functions and each does its own inherent “job” (thus expressing the autonomous 

tendency), while still at the same time been temporally entangled among each other (and thus 

expressing the coordinated tendency) in order to execute common complex operation or cognitive act 

of a higher hierarchy (Fingelkurts and Fingelkurts, 2004; Fingelkurts et al., 2009). As has been 
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proposed by Kelso (1995) metastability relates exactly to the constant interplay between these 

autonomous and interdependent tendencies (for further discussion see Bressler and Kelso, 2001; 

Kelso and Engstrøm, 2006). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. EEG segmentation. An example of four local EEG signals with rapid transition periods (RTPs) and 
the schematic representation of one channel (O1) and RTPs (Notice that after statistical verification of 
preliminary RTPs some of these RTPs do not present among the actual RTPs). EEG was registered in resting 
condition (closed eyes) and then filtered in the alpha frequency band (7-13 Hz). 

 

At the EEG level the OM phenomenon is expressed in the synchronization of EEG quasi-

stationary segments (indexed by Structural Synchrony, ISS) obtained from different brain locations 

(Fingelkurts and Fingelkurts, 2001, 2008) and measured by means of RTPsyn toolkit (BM-Science, 

Finland). As the details of this technique are beyond the scope of this article, we will only concentrate 

on some essential aspects. 

The criterion for defining an OM is a sequence of the same synchrocomplexes (SC), whereas SC 

is a set of EEG channels in which each channel forms a paired combination with high values of ISS 

with all other EEG channels in the same SC; meaning that all pairs of channels in an SC have to have 

statistically significant ISS (Fig. 2A). RTP in the reference EEG channel (the channel with the 

minimal number of RTPs from any pair of EEG channels) is surrounded by a short “window” (ms). 

Any RTP from another (test) EEG channel is considered to coincide if it fell within this window (Fig. 

2A). The ISS tends towards zero where there is no synchronization between the EEG segments 

located in different EEG channels and has positive or negative values where such synchronization 
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exists. Positive values indicate ‘active’ coupling of EEG segments (synchronization of EEG segments 

is observed significantly more often than expected by chance as a result of random shuffling during 

computer simulation), whereas negative values mark ‘active’ decoupling of segments 

(synchronization of EEG segments is observed significantly less than expected by chance as a result 

of random shuffling during computer simulation). 

 

3.2. Volume conduction and brain activity sources problem 

 

Although it is often claimed that volume conduction is the main obstacle in interpreting EEG 

data in terms of brain connectivity, it has been shown previously through empirical and modeling 

experiments that the values of the operational synchrony index are sensitive to the morpho-functional 

organization of the cortex rather than to the volume conduction and/or reference electrode (for 

relevant details we refer the reader to Kaplan et al., 2005; Fingelkurts and Fingelkurts, 2008). These 

findings also suggested the existence of statistical heterogeneity (anisotropy) of electro-magnetic field 

in regard to the processes of mutual stabilization of quasi-stable periods in regional EEGs. In addition 

and contrary to other EEG measures of functional connectivity, the operational synchrony measure, 

which was used in the current study is based on temporal point-to-point coincidences of RTPs (even 

for the remote cortex areas) and does not require a shared EEG rhythm or activity in different EEG 

channels (it is this similarity of EEG signals on the scalp that is determined to a large degree by 

volume conduction or a common activity source). Thus the measure based on temporal coincidences 

of RTPs does not required implicit or explicit source model for the interpretation of its results 

(Kaplan et al., 2005).  

Even though the discussion of this issue is outside the scope of the present paper, it is worthwhile 

to mention experimental evidences about sensitivity of topographic EEG mapping which are 

commonly neglected. The accuracy of topographic EEG mapping for determining local (immediately 

under the recording electrode) brain activity was experimentally shown with radioactive marker 

(Cook et al., 1998; for further argumentation see Bullock, 1997; Kaiser, 2000; Freeman, 2003). 

Further, experimental findings demonstrated that the probabilities of firing of neurons observed 

singly and in small groups simultaneously are in close statistical relationship to the EEG recorded in 

the near vicinity (Eeckman and Freeman, 1990, 1991). It has been shown also that EEG and MEG 

(which is free from volume-conduction effects) offer comparable spatial resolutions on the order of 

several millimeters (Cohen et al., 1990; Ingber, 1991). Therefore the EEG can provide an 

experimental basis for estimating the local mean field of contributory neurons (Pascual-Marqui, 

2009) located in cortical regions near the recording electrodes (Gevins, 2002).  
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Figure 2. EEG operational synchrony (schematic presentation). A: Technical estimation of functional 
connectivity applying operational synchrony measure. B: Illustration of brain Operational Module (OM). Each 
OM exists in its own space and time, which exclude other possible time and space scales present 
simultaneously in the brain. In other words, all neural assemblies that do not contribute to a particular, given 
OM are temporarily and spatially excluded from this OM. 

 

Notice that in these studies there are no inferences about primary generators (sources) of the EEG 

activity in different cortex areas. It is obvious that state and behavior of each cortex area is affected 

(influenced/modulated) by a mixture from multiple primary sources. However, considering that each 

cortex area is an active system and in each time instant it has its own state, all activities (influences) 

from multiple primary sources are not just summed or averaged in a given cortex area, but are 

integrated within the current state (activity) of this area. It is this integrated (modified or modulated) 

state (activity) in a given cortex area that is registered predominantly by the nearest EEG electrode as 
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it was demonstrated in the experimental studies cited above. In these sense local EEG represents a 

‘functional source’, which is defined as the part or parts of the brain that contribute to the activity 

recorded at a single sensor (Stam, 2005; Wackermann and Allefeld, 2007). A functional source is an 

operational concept that does not have to coincide with a well defined anatomical part of the brain, 

and is neutral with respect to the problems of localization of primary source and volume conduction 

(Stam, 2005; Wackermann and Allefeld, 2007).  

 

4. Results and discussion: persistent synchrony within DMN  

 

In both studies (Fingelkurts, 1998; Fingelkurts et al., 2003) for the majority of experimental trails 

we have found a constellation of operationally synchronized cortical areas (indexed by 3 OMs) that 

was persistent across all studied experimental conditions (rest and different stages of working 

memory), thus being task-unrelated (Fig. 3)3. It is interesting that despite different subjects’ 

population samples (Russian and Finnish) and different sensory modalities (visual and auditory) the 

obtained task-unrelated set of OMs was robust and consistent through all studied phases of cognitive 

tasks (Fig. 3). As it is seen from Figure 4, the strength of connectivity within OMs did not change 

significantly along with changes in cognitive states. 

 

Figure 3. Persistent (task-unrelated) EEG 
operational synchrony spatio-temporal patterns 
(indexed as Operational Modules, OMs). The 
statistically significant (p < 0.05) values of operational 
synchrony among EEG locations that occur in majority 
of experimental trials across all subjects are mapped 
onto schematic scalp map as dark grey shapes, which 
indicates OMs. Figure is modified from Fingelkurts et 
al., 2003, NeuroImage©. 

 

 

 

 

 

 

 

                                                 
3 Simultaneously, different diverse sets of transient OMs, which were specific to different phases of cognitive activity 
(thus being task-related), have been also found. Since they are not in the focus of the present study, we refer interested 
reader to the previous publications (Fingelkurts, 1998; Fingelkurts et al., 2003) where these OMs are described and 
discussed in detail.   
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The following scalp EEG positions and correspondent to them cortical areas (Koessler et al., 

2009) were involved in the operational synchrony process (Fig. 3): EEG positions F3 and F4 (left and 

right middle frontal gyruses or Brodmann’s area 8), EEG position Fz (bilateral medial areas or 

Brodmann’s area 6), EEG positions T5 and T6 (left and right middle temporal gyruses or Brodmann’s 

area 21), EEG positions P3 and P4 (left and right precuneus or Brodmann’s area 19), and EEG 

positions O1 and O2 (left and right middle occipital gyruses or Brodmann’s area 18). These 

anatomical correlations of EEG electrode positions were taken from the reference study of Koessler et 

al. (2009), where matching between EEG electrode positions and anatomical areas of the cortex was 

clearly established and analyzed using a new EEG-MRI sensor system and an automated projection 

algorithm (see also Kaiser, 2000). The extensive overlap between found in the present study set of 

synchronized cortical areas and the proposed DMN (Shulman et al., 1997; Raichle, et al., 2001) 

suggests that this identified network of synchronized cortical areas (Fig. 3) accounts, in large part, for 

the DMN.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 4. Mean strength of operational synchrony within each Operational Modules (OMs). X-axis 
presents different experimental conditions: R – rest; W – active waiting; P/M – stimulus presentation and its 
memorizing; KIM – keeping in mind the image of memorized stimulus; I – identification (test). Y-axis presents 
the mean values of strength of operational synchrony. At the insertion graph, in the center of figure, the 
comparison between mean strength of operational synchrony within OMs is shown. * – p < 0.05 and *** – p < 
0.001, Wilcoxon t-test. 
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Although the DMN was thought to be most active (metabolically) during the resting state 

(Raichle and Snyder, 2007), our analysis has consistently show that operationally synchronized 

cortical areas within DMN may also persist unchanged during different cognitive tasks (Fig. 4). 

Besides direct evidence for the existence of operationally synchronized cortex areas within DMN, this 

finding also pointed to the conclusion that the brain is able to divide its functional resources between 

processing of the immediate external stimuli and the functioning of the default system, spatial-

temporal pattern of which should be continuously available if it is responsible for the self-

consciousness (see Section 2). This conclusion is congruent with the view recently suggested by 

Buckner et al. (2008).  

One may argue that the fact that the strength of synchrony in DMN OMs is almost completely 

unaffected by cognitive states could be explained by the measurement artifact and/or volume 

conduction. However, this is unlikely since in both studies (Fingelkurts, 1998; Fingelkurts et al., 

2003) the large set of task-dependent transient OMs (some of which partly overlap with the DMN 

OMs) was identified. This provides evidence against the possibility that the task-independence of 

alpha-band coupling in only three OMs is due to an artifact and/or volume conduction.  

Since the functionally connected DMN appears to persist unchanged during several cognitive 

tasks, our initial hypothesis that DMN should be persistent irrespectively on the functional state 

and/or cognitive task is confirmed. Therefore, we could speculate that the classical interpretation (see 

Section 2) that DMN is responsible (i) for the self-awareness and (ii) for the continuity of this 

subjective experience over time is now valid. In this context, even during periods of engaging in some 

task-demanding activity the DMN is still supporting stimulus-independent thoughts/operations 

(mostly self-relevant or related to self-agency; see Spreng and Grady, 2010); in other words DMN is 

their neurophysiological substratum. Indeed in several studies of complex cognitive tasks relative 

fMRI activity increase rather than decrease in the default network has been observed (for reviews see 

Svoboda et al., 2006; Buckner and Carroll, 2007; Hassibis and Maguire, 2007; Buckner et al., 2008). 

If DMN could be persistent, how then the need for the re-allocation of the resources to those brain 

areas which are differentially needed for cognitively effortful, stimulus-dependent processing 

(McKiernan et al., 2006) can be explained?  

According to the Operational Architectonics framework (Fingelkurts and Fingelkurts, 2001, 

2005, 2006, 2008) there are multiple, simultaneously occurring interactions between different 

cognitive operations, which are subserved by simultaneous presence of transient neuronal assemblies 

as autonomous entities and OMs (synchronized neuronal assemblies) of different complexity 

(Fingelkurts et al., 2009, 2010). Because of the composite polyphonic character of the electrical brain 

field (EEG), this field can be presented as a mixture of many time-scale processes (Nunez, 2000; 
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Basar et al., 2001; Basar, 2004). Consequently, a large number of functionally distinct OMs can co-

exist simultaneously on different time-scales and even between them (Fig. 5; for experimental 

support, see Fingelkurts, 1998; Kaplan and Shishkin, 2000; Fingelkurts, et al., 2004). Hence, in this 

perspective, the immediately needed cognitive (or mental) operation within a particular time-scale 

can be presented by immediately emerged specific OM on the same time-scale without the need to 

disassemble the persistent OM which exists on a different time-scale (Fingelkurts et al., 2003; see 

also Fingelkurts et al., 2009; 2010). This mechanism allows brain to present multiple multimodal 

stimulus, objects, actions and/or tasks by distant functional OMs. The same conclusion can be drawn 

from the study of Calhoun et al. (2002). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Schematic illustration of synchronous coexistence of multiple Operational Modules (OMs). As 
one can see, each OM exists in its own spatial-temporal scale, which is “blind” to other possible time and space 
scales present simultaneously in the brain “system”. In other words, all neural assemblies that do not contribute 
to a particular OM are temporarily and spatially “excluded” from the spatial-temporal scale of that particular 
OM. RTP – rapid transitional processes (boundaries between quasi-stationary EEG segments); SC – 
momentary synchrocomplexes (synchronization of RTPs between different, but particular, local EEGs at the 
particular time instants); F3 – the left frontal cortical area; F4 – the right frontal cortical area; O1 – the left 
occipital cortical area; O2 – the right occipital cortical area; T4 – the right temporal cortical area; Pz – the 
central parietal cortical area. As an example, it is shown that neural assemblies in these areas could 
synchronize their operations on three different (even though partially intertwined) spatial-temporal scales, thus 
forming three separate OMs each having its own operational space-time. Figure is modified from Fingelkurts 
et al., 2010, Physics of Life Reviews©. 
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The interpretation that DMN is responsible for the self-awareness could, however, further be 

challenged by the fact that awareness usually divided into two components: self-awareness and 

external awareness (Boly et al., 2008a). Self- and external awareness are believed to behave in an 

anti-correlated manner: when someone is engaged in self-related processes, he/she is less receptive to 

environmental demands, and vice versa (Duval and Wicklund, 1972; Boly et al., 2007). One, then, 

needs to suppose that in awake healthy subjects, self- and external awareness’ OMs should show non-

correlated patterns of activity4. Such non-correlated behavior between DMN OMs (self-awareness) 

and specific OMs which are induced by the external stimuli (external awareness), have indeed been 

observed during a number of perception and cognitive tasks (Fingelkurts, 1998; Fingelkurts et al., 

2003). In this context self-consciousness (indexed by DMN OMs) has only a control function for the 

behavior (Leontyev, 1975), while the concrete cognitive tasks are supported by the specific and 

transient OMs, which are responsible for the transient focus of conscious attention for the external 

immediate stimuli and/or tasks.  

 

5. Heterogeneity of synchronicity within DMN 

 

Another interesting aspect that we have observed was the fact that DMN consisted of 

functionally differentiable subdivisions or separate OMs (Fig. 3). We found three major elements 

comprising DMN: two symmetrical occipito-parieto-temporal OMs and one frontal OM. 

Furthermore, the strength of operational synchrony was different in these OMs with the highest 

values found in the frontal OM and lowest values in the left parietal OM (see an insertion in the Fig. 

4). Topographic organization of these OMs (together with the strength values) strongly suggests their 

functional specificity. 

The high values of operational synchrony within the frontal OM of the DMN can be explained by 

the important known functions of the cortical areas which are involved in this OM. The recruitment 

of frontal lobe areas has been described to be associated with (i) top-down attentional control (Levine 

et al., 2004), (ii) personal identity and past personal experiences (Luria, 1973), (iii) coordination of 

basic drives and with other influences on goal-directed behaviors (Raichle and Gusnard, 2005) and 

(iv) complete self-consciousness (Uhtomskiy, 1966). Furthermore, as it follows from the lesion 

                                                 
4 Here it is worth to note that we are speaking precisely about “non-correlation” and not about “anti-correlation”. In the 
frame of the Operational Architectonics theory, anti-correlations are expressed in the presence of negative values of the 
index of EEG operational synchrony (for a detail, see Section 3.1. and Fingelkurts and Fingelkurts, 2008). These negative 
values reflect the active process of decoupling between operations executed by distant neuronal assemblies. However, we 
did not observe such negative values of operational synchrony between persistent task-unrelated OMs of DMN and 
specific task-related OMs. Therefore, in contrast to some MRI studies (Fox et al., 2005; Fransson, 2005) we could not 
conclude that task-unrelated DMN OMs and task-related OMs are actively anti-correlated.    
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studies, the medial frontal cortex might be involved in “affective shifting,” that supposed to be 

important to adjust one’s responses to a change of the reinforcement value of a given stimulus or 

tasks (Rolls, 2000; Fellows and Farah, 2003). Thus, we can suggest that this frontal OM most likely 

provides a critical self-related context (experience of agency) for all human behaviors and activities. 

The areas participated in the symmetrical parietal OMs of the DMN are usually involved in 

realization of more specific cognitive and behavioral functions; therefore, they should intensively 

participate in multiple OMs. This is probably the reason why these areas have had weaker functional 

connections within parietal OMs than the areas within the frontal OM (see insertion at Fig. 4). The 

functions which are attributed to these areas include (but not limited to) visuospatial and mental 

imagery, episodic memory retrieval, social interaction and self-related processing (Shulman et al., 

1997; Cavanna and Trimble, 2006; Schilbach et al., 2006). Larger strength of functional connections 

within the right parietal OM can be explained by slightly stronger involvement of the right than left 

hemisphere in self-awareness. For example, in several studies it has been shown that right temporal-

parieto-occipital regions of the cortex are responsible for the sense of self-ownership for perceptions 

of objects (Zahn et al., 2008) and are selectively active in explicit self-reference (Lou et al., 2004) and 

during physical first-person perspective (Vogeley and Fink, 2003).  

Despite the evidence that DMN consisted of functionally differentiable subdivisions or separate 

OMs (Fig. 3), the fact that all three OMs persistently existed in parallel through many studied 

experimental conditions (Fingelkurts, 1998; Fingelkurts et al., 2003) suggests that these three OMs 

might be functionally integrated with each other within the common neuronal spatial-temporal 

network (i.e., DMN) over a much longer (minuets or even hours) time-scale (see Fig. 6). In this sense 

the DMN still represents the integrated network as a whole, which does not support the immediate 

task goals. Indeed, as stated by Buckner and Vincent (2007), “we spend most of our time directed 

away from the environment in processing modes that consolidate the past, stabilize brain ensembles, 

and prepare us for the future.” Parallel existence of frontal and parietal operationally synchronized 

spatio-temporal patterns within the same neuronal network has been related to a conscious perception, 

self-programming and self-control (Leontyev, 1976; Chuprikova, 1985; Pavlova and Romanenko, 

1988).  

 

6. Concluding discussion 

 

Our findings on the operational synchrony within the DMN extend previous studies on the DMN 

showing that operationally synchronized DMN may persist unchanged through both rest and 

experimental (cognitively demanding) periods, although the level of metabolic activity may vary. 
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This new data supports the notion that DMN has a specific functional connotation – it provides 

neurophysiologic basis for self-processing operations, namely first-person perspective taking and an 

experience of agency (Schilbach et al., 2008). This suggestion is compatible with the fact that both 

functionally connected DMN and self-awareness are persistently present through wakefulness (during 

rest and cognitive tasks) in healthy subjects. The overall emphasis is on the importance of the ability 

of both persistent non-specific OMs (which constitute the DMN) and transient specific OMs (which 

support immediate tasks) to create hierarchical patterns of brain activity, which are hypothesized to 

allow full-fledged conscious experience of self and outside world (Fingelkurts et al., 2010). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Schematic presentation of synchronization of three OMs within the same integrated network. 
Horizontal lines represent EEG recordings labeled with EEG IDs. Short black vertical bars indicate the 
boundaries between quasi-stationary EEG segments, which correspond to rapid transition periods (RTPs). 
Vertical grey arrows pointed to the particular time-scales on which several EEGs (recorded from different 
cortical areas) are operationally synchronized. Short black arrow at the top of the figure marks the point on a 
given time-scale, which corresponds to a synchronization of RTPs among all recorded EEG channels. Grey 
shapes correspond to individual operational modules (OMs). 

 

The fact that DMN may present not only in normal resting and task-demanding conditions but 

also during anesthesia (Greicius et al., 2008) and in vegetative patients (Laureys et al., 1999), in 

whom conscious mental activity is thought to be absent, may point to a more fundamental or intrinsic 

property of DMN (for a similar conclusion see Britz et al., 2010). It can be responsible for the need of 
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the organism (even being unconscious) to integrate the internal representations and/or operations 

within so-called self-model to make them available for further selective resource allocation and 

processing (Metzinger, 2007). In this sense, such self-model may be unconscious (Metzinger, 2007). 

This latter conclusion is supported by the fact that the main anatomical nodes of the DMN are already 

present at birth (Fransson et al., 2007) and that they supposed to form the structural core (some sort of 

connectivity hubs; Sporns et al., 2007) of the cerebral cortex (Hagmann et al., 2008). Remarkably, the 

locations of these hubs are present across passive and active task states, suggesting that they reflect 

some stable property of brain network architecture (Buckner et al., 2009).  

The present study does not directly investigate relation of EEG functional connectivity within 

DMN and levels of self-consciousness. At the same time, fMRI findings on (i) the absence of DMN 

functional connectivity in brain death (Boly et al., 2008b); (ii) the extremely low connectivity within 

DMN during anesthesia (Greicius et al., 2008), in coma and in vegetative patients (Boly et al., 2008b; 

Cauda et al., 2009); (iii) the DMN underconnectivity in minimally conscious patients (Boly et al., 

2008b); (iv) decreased connectivity within DMN in children (Fair et al., 2008) and autistic patients 

(Cherkassky et al., 2006), who is lacking of self-representation and (v) increased DMN connectivity 

in schizophrenic patients, who have an exaggerated focus on self (Whitfield-Gabrieli et al., 2009), 

clearly support the view that DMN is involved in self-consciousness. The schematic representation of 

relations between the levels of self-consciousness and fMRI-based DMN functional connectivity are 

shown in Figure 7. 

The present set of analyses taken together allow us to conclude that when functionally integrated 

in healthy subjects, DMN persists as long as subject is engaged in an active, complex, flexible and 

adaptive behavior. The fact that self-agency is ongoing, and that it is present even when we are 

processing stimuli from the outside world, makes the concept of ongoing brain activity (indexed by 

DMN) not only plausible but crucial. As it is stressed by Schilbach et al. (2008) such mode of DMN 

functioning can, therefore, “help to integrate self-referential information, facilitate perception and 

cognition and provide a social context or narrative in which events become personally meaningful.” 

Indeed, rather than passively “stand by” and “wait” to be activated by sensory input, it is proposed 

that the integrated DMN is continuously busy generating predictions about the immediate present and 

the relevant future by deriving analogies from the past and sensory information that link input with 

representations in memory (Bar, 2007).  

At the more methodological level, this study extends conventional activation (indexed by fMRI 

and/or PET) analyses to the notion of networks, emphasizing functional interactions between the 

activity (indexed by EEG) of regions independently of whether or not they are metabolically 

activated (indexed by fMRI and/or PET). Indeed, operational synchrony analysis revealed differences 
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in the brain functional organization not detectable with direct comparisons of activated states 

(indexed by fMRI and or PET). For instance, the same regions may be activated in two or more 

conditions, but there may be differences between these two (or more) conditions in the spatial-

temporal pattern and strength of functional connections between the areas involved (Fingelkurts et al., 

2005). 

 

 

 

 

 

 

 

 

 

Figure 7. Schematic presentation of the relations between the levels of self-consciousness and fMRI-
based DMN functional connectivity. 

 

 

Furthermore, OA methodology does not consider functional connectivity with respect to a single 

region only, as it is done in the seed voxel fMRI approaches, but gives rise to a whole network 

structure which, in contrast to most fMRI connectivity studies, is not chosen in a priori manner, but 

emerges as a result of data analysis. To our knowledge, the present study (i) is the first presentation of 

condition-independent EEG functional interactions within DMN and (ii) enables to examine the 

structure of EEG functional connectivity among cortical areas as a whole. 

Critically, the EEG-level persistent functional connectivity presented here extends a number of 

fMRI-based studies of DMN functional connectivity (e.g., Greicius et al., 2003,,2008, 2009; Fox et 

al., 2005; Uddin et al., 2009; Honey et al., 2009; Spreng and Grady, 2010) and strongly argues 

against the DMN being an epiphenomenon (Birn et al., 2008). Future studies should enable more 

detailed EEG mapping of DMN functional connections, but precise mapping will require higher 

resolution EEG data (as for example in Chen et al., 2008) and more diverse set of experimental 

conditions. Additionally, to make the suggested hypothesis about putative relation of DMN and self-

consciousness stronger, further work is needed to show experimentally that the EEG functional 

connectivity within DMN structures is lost or weakened in circumstances when self-awareness was 

lost or weakened.  
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